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ABSTRACT

Today’s network control and management traffic are limitgd b
their reliance on existing data networks. Fate sharingigxabntext
is highly undesirable, since control traffic has very diferavail-
ability and traffic delivery requirements. In this paper, elore
the feasibility of building a dedicated wirelefsgilities network for
data centers. We propogagora, a low-latency facilities network
using low-cost, 60GHz beamforming radios that providesusbb
paths decoupled from the wired network, and flexibility teyaioto
workloads and network dynamicé/e describe our solutions to ad-
dress challenges in link coordination, link interferennd aetwork
failures. Our testbed measurements and simulation reslts
that Angora enables large number of low-latency controhpad
run concurrently, while providing low latency end-to-enésaage
delivery with high tolerance for radio and rack failures.

Categories and Subject Descriptors

C.2.1 Network Architecture and Design]: Wireless communica-
tion

Keywords

Data centers, 60 GHz wireless, wireless beamforming

1. INTRODUCTION

With the recent rapid growth in data center networks, conae dr
matic increases in management complexity. Yet despitermeég
in Software Defined Networks (SDN$) [11.]15] ametwork/traffic
engineeringdesign[[7[10/_12], little has changed in how data cen-
ters deliver control traffic.

We believe the time is right to introduce tfailities network as
a core tool for managing data center networks. The fadlitiet-
work is orthogonal to the data plane, and is responsible tdtiphe
critical jobs. For example,

e Control Plane — Data center networks require an orthogonal net-
work to support network control protocols. With the arrivl
SDNSs, a variety of protocols will traverse the control pldree
tween network control servers [28] and hardware switches. F
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Figure 1: A facilities network providing robust delivery of con-
trol traffic in a data center.

Data Plane

example, the control plane can install forwarding tableatesl or
reset hardware in response to switch failures in the date#0].

e Facility Bring up and Installation — Hardware devices do not ar-
rive with appropriate operating system images, device gardi
tions, or security keys. These images must be installed en th
data center floor. While the process is automated, it careipt r
on a data plane network to communicate with switches/sgrver
because much of the data plane could be inoperative.

Compared to traditional data plane networks, the facdlitiet-
work has very different requirements. First, it requirelsstantially
lower bandwidth,e.g. hundreds of Mbps rather than 40Gbps [7,
[10,/12] and its bandwidth demands grow at much slower rates than
those of the data plane. Second, control traffic has muchetigh
constraints on packet delivery latency. Even “moderatéieis/
delays to route updates or policy changes can have a draimatic
pact on overall network performan{®?,[32/33]

Third and most importantly, the facilities network reqsirgg-
nificantly higher availability and long-term survivabjlithan the
data planeHence, it cannot share fate with the data plane network,
and must be isolated from faults and outages in the data plane
For example, it must remain available during constant playsip-
grades to the data center. In a facility with 205500’s of MW of
infrastructure, substantial portions of the building akeags un-
dergoing upgrades that may tear out entire rows of cabls.tfEye
facilities network should remain available for the lifegnof the
building, e.g., 1020 years, rather than the lifetime of a cluster,
eg., 3—5 years. While brief outages in data plane networks are
acceptable, the underlying facilities network must fastland fail
least, because it is the basis for recovering from data gihees
and monitoring critical hardware. This rules out in-bantlgons
such as VLANS[[5].

We show an example of a facilities network in Figlire 1, where a
orthogonal facilities network provides control servershnaccess
to sensors at data center racks, environmental sensorgoswet



junctions. Even as the data network experiences failuoes frard-
ware faults or planned maintenance, the facilities netwerkains
available.

Design Space. Given its substantially lower bandwidth and
higher availability requirements, one approach to bugdarfacili-
ties network is simply to use a second, smaller instanceeofléttia
plane network. However, this faces a number of practical-cha
lenges. First, a data plane network is built for speed. 49@brts
are likely overkill for a facilities network. The size ancagh of the
network would also dramatically increase hardware cossofd,
data plane networks are wired networks. Whenever a newlswitc
power unit, A/C unit or battery is added, it must be connecfied
cables. Planning the necessary cable tray infrastrucburerinect
arbitrary points in the network is a costly logistical clealje[2,
38].

Third, cables in the facilities network would likely be cawp
(for cost, reach, and compatibility with older devices)d appi-
cally cannot coexist with optics in the same cable tray beeaf
interference and weight issués [31]. Further, copper sadnie 10x
the bulk of optical fiber[[28]. So while the facilities netwonas
fewer ports, the bulk of the control cable infrastructureyraatu-
ally exceed the data plane.

Finally, fault isolation is a challenge. It is difficult to thd a
wired control infrastructure that is orthogonal to and ipeledent
of a data plane, because the data plane undergoes physicatiep
on a regular basis. Upgrading power and cooling units is acom
mon operation in the maintenance of a data center buildifge T
simplest and fastest V\By's to cordon off an area and “bulldoze”
equipment. But if a wired control infrastructure sharesgitgl fa-
cilities, eg. cable trays, with the data plane, they will suffer the
same outage patterns. Trying to isolate and preserve actlnsg
of copper cables for the wired facilities network in praetis diffi-
cult or intractable.

A Wireless Facilities Network. These issues motivate us to ex-
plore the design and architecture of a wireless facilitiesmork
physically decoupled from the data plane. We consider both wire-
less networks on commodity WiFi, and networks built usingere
advances on 60GHz 3D beamforming linksl[4@jur experiments
confirm that contention-based access produces large,diotaiele
packet delivery delays in WiFi networks, far outside theegtable
range for a facilities networklInstead, we consider using direc-
tional wireless links in the unlicensed 60GHz band. Thedeslare
highly directional, provide high data rates, and attenuptiekly
with distancel[20, 44]. This limits interference footprartd allows
multiple wireless links to transmit simultaneously.

Two challenges follow from the choice of directional wirgde
links. First, based on significantly better throughput amterfer-
ence characteristics, directional links would be impletadrusing
horn antennas over phased antenna arrays. However, thétbene
come at the cost of slow tuning delays from the physical tynin
mechanism. This significantly limits the ability of the fhtbés
network to support low-delay communication between racid a
control servers. Second, even with much smaller interferdéoot-
prints, directional links can still experience interfererand asso-
ciated delays in a high density setting.

In this paper, we describe the designAaigora, a facilities net-
work that employs a structured 60GHz wireless overlay tgetip
low delay, robust, any-to-any communication. We summattize
key contributions of our work below.

'Upgrade speed translates directly to dollars; considedépeeci-
ation cost of leaving 10MW of servers idle for four weeks.

e First, we propose a fixed structured network design for Aagor

based on Kautz graphs, which addresses the issue of diraktio
link coordination and antenna tuning delays. This provigies
to-any communication with bounded delays, and eliminates |
coordination except when significant numbers of racks faihove
their positions.

e Second, we use location-aware ID assignment to manage-physi

cal positioning of wireless links and reduce interferenetneen
nearby directional flows. This improves Angora’s abilitysiop-
port parallel wireless links.

e Third, we modify the Kautz graph to support arbitrary netkvor

sizes, and design routing algorithms that leverage redhinmths
for fault recovery.

e Finally, we evaluate Angora using both simulations and expe

mental measurements on a 60GHz testbed. We find that Angora
paths work well in practice: the 3D beamforming links areyver
stable over time, and offer throughput and latency comparab
wired networks. Angora’s structured network topology tesa
large angular separation between nearby links, effegtingh-
imizing interference and producing low, predictable emdbid
message latency. Simulations show that Angora can provite h
levels of flow concurrency and low-latency packet delivang is
highly robust against node and link failures.

Network management is an important challenge for data cen-
ters growing in both size and complexity. Our work provides a
first step towards a robust facilities network capable oiveeihg
control traffic with low latency, even during periods of diption
that could hinder or disrupt portions of the data network. n&s
work managers gain experience deploying and operatingtiesi
networks, we expect their requirements to continue to atiteph
evolving set of monitoring and management applications.

2. REQUIREMENTS AND DESIGN SPACE

We now describe the requirements for facilities networks] a
explore the design space and basic challenges. We assurdarsta
wired connectivity from servers to Top of Rack (ToR) switshend
focus on building a facilities network at the rack level.

2.1 Requirements

A viable design for a data center facilities network musiséat
three key requirements.

Reliability.  The facilities network must be reliable under equip-
ment failures and upgrades, and support a range of managemen
applications[[7 28, 37]. Upon single componeay( radio, rack)
failures or the removal of an entire row of racks for upgrades
must continue to route traffic around failures with minimalays.

It must also support management applications running deeit
a single controller[[7] or a cluster of controllefs [28] 3Because
controllers can run on any racks, the facilities network nasgpt
to different controller configuration and placement. Thigues for
support ofany-to-any rack communication.

Bounded Delay. An effective facilities network must deliver
control traffic within bounded timé [28]. For example, flowntml
mechanisms such as Hedéra [7] require the controller tagatge
volume & 1.3MByte) of flow statistics from each switch within
hundreds ofms [12]. Similarly, a common SDN paradigm [11]
involves punting the first packet of flows to a central corémoto
install specific per-flow hardware rules.

Scalability.  The implementation of the facilities network must
scale to large data centers. In particular, protocols ferféili-
ties network must incur minimal overhead and scale gralgetfulb
large number of flows.



2.2 Candidate Wireless Solutions

With these requirements in mind, we consider potential leg®
technologies for the facilities network.

WiFi.  WiFi is the obvious choice given its cost and availability.
The problem, however, is its large interference footpiimdensely
packed data centers, WiFi MIMO or channel allocation teghes
can only mitigate interference to a limited degree. Thus Slovill
contend for medium access, resulting in large, unpredietatn-
tention latencies.For example, with only 10 competing flows, it
takes up to 2 to download a 2MB message using 802.11n [1]. We
further confirm this by performing latency experiments vehercks
upload messages to a central controller using off-thef80&.11n
and 802.11ac equipm@htAs expected, upload latency per mes-
sage grows with the number of competing flows, and variesfsign
icantly across flows. 20 1.3MB 802.11n flows can take anywhere
from 539ns to 3.6s to complete, with an average of 2.5

While recent advances in multi-user MIMO/interferenceyiai
ment allow multiple flows to run simultaneously, they regusig-
nificant coordination among transmitters, which can tratesinto
unpredictable MAC latenciesClearly, it would be difficult for a
WiFi-based network to meet the bounded latency requiresnient
dense data center environments.

Another concern regarding WiFi is the danger of information
leakage and electromagnetic attacks. In particular, letaccan
also use high-power radiation devices to produce heavyféamte
ence and disrupt an entire facilities network.

60GHz. Recent studies have proposed the use of 60GHz links in
data center$ [20, 36, 44]. 60GHz technology operates onddfan
7GHz unlicensed spectrum, with multi-Gbps data rates ahgera

of 100+m [44]. 60GHz has several features that enable itdvige
wired-like connectivity.

e Sability: Placed on the top of server racks of 7-9 feet in height
60GHz static links ardighly stable in the data center scenario.
Their transmissions follow the free-space propagationehaith-
out multipath fading[[20,-44]. We also confirmed this by tegti
two different off-the-shelf 60GHz radios over 3 weeks (JB€lB
The standard deviation of link throughput is less than 0.5% e
average throughput.

Small interference footprint: 60GHz links are directional and ex-
perience fast link attenuation. In particular, we leverageent
work on 3D beamforming[44], which reflects 60GHz beams off
the ceilin, bypassing obstacles in the 2D plane and further re-
ducing the interference footprint.

Security: 60GHz signals are directional and cannot penetrate walls
or large obstacles, thus are generally immune to eavesidigpp
and electromagnetic attacks in data centers.

Availability: Recent low-cost silicon implementations make 60GHz
radios affordable. While high-end 60GHz radios offer 1Ghps
100+m [44], the WiloCity chipset costs only $37.5, and alea
offers 1Gbps at 20m using a basic 2x8 antenna array. Its range
can be extended using narrow-beam anterinas [20]. Sinazatypi e
med-sized data centerad. 320 racks) require a 40-50m range,
60GHz and WiFi hardware costs and energy consumptions are
comparable.

Given these considerations, we rule out WiFi as the coresings: ®

sion technology, and instead consider potential facditietwork
designs using 60GHz beamforming links.

2802.11ac: Netgear 6300 AP with 6200 adapters; 802.11n:AR-Li
DIR-825 AP with laptops using BCM4322/4331 chipsets.

33D beamforming requires clearance above racks, whichésayr
in place based on images of some of Google’s data cehiers [3].

One may consider a hybrid wired-wireless solution that ggac
60GHz radios on the ceilings (as access points) and 60GHzsrad
on top of the racks (as stations), forming LoS links between t
APs and stations. We can connect these 60GHz APs via a wired
backbone (on the ceiling). While feasible, this solutiooefs the
same fault tolerance probletine. the “bulldoze” problem stated in
the introduction. It also requires additional cabling anditches to
connect the 60GHz APs on the ceiling. Therefore, in this pape
focus on designing a completely wireless solution usingt89GD
beamforming, which does not require any wired backbone.

2.3 Key Design Challenges

While 60GHz links seem promising as a link layer primitive fo
a facilities network, there are a number of challenges toesidin
any practical system.

Challenge 1: Coordination of Directional Links. The first

problem is link coordination. 60GHz radios are highly ditrecal,

and thus must align their antennas before communicaGaimrent
60GHz data center designs set up links dynamically [20, ##4],
quiring an extra “coordination” signaling path and a cerdrded-
uler to coordinate end-points. This brings considerakifniey and
complexity when deploying and managing the facilities rezkw

Challenge 2: Limited Number of Radios. Fixed surface area
on server racks limits the number of radios placed atop eadh r
For example, today’s standard rack is 4ftx2ft and a 60GHrisd
1ftx1ft [44], so at most 8 radios can sit atop each rack. Bseau
60GHz links are highly directional, each rack can only commu
cate with a small, constant number of peers in parallel. MMiised
“node degree” makes ftard fora rack to reach any other rack with
bounded delay.

Challenge 3: Link Interference. 60GHz links produce small
interference footprints, which are further reduced usibg&flec-
tion. However, two links still interfere if their destinatis are close
and their arrival angles are similar. Such interferenceandthard
to guarantee bounded delay.

3. ANGORA 60GHZ OVERLAY

To address the above challenges, we introdegora, a wire-
less facilities network formed by connecting server rackh static
60GHz 3D beamforming links. Angora issehedule-free wireless
overlay, built using60GHz radios with fixed antenna directions
inter-connecting all racks using a smatinstant number of hops
(see Figurg2(a)).

This facilities network design provides three key benefits.

Antenna directions are pre-tuned and fixed for a given tapBlo
and no antenna alignment/rotation is necessary regafiebang-
ing traffic patterns. This eliminates the need for link caoation

and associated delaywhile simplifying bootstrapping and fault
detection/recovery.

A well-designedbverlay guarantees short paths between any two
racks, with a maximum diameter that scales logarithmicaiij

the number of racks. Thus, latency between two racks is both
small and predictable.

The overlay supports any model of control traffic. A singlé-ne
work can support arbitrary control traffic patterns, inéhglone-
to-one, one-to-many and many-to-many.

“Physical rack placements in data centers rarely change&pexc
during upgrades or repairs. Thus it is feasible to fix antesina
rections for a given overlay topology while applying fadtovery
(see B4.B) to handle unexpected interruptions.
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(a) The Angora overlay built from 3D beamforming links: armeple path

Figure 2: High-level view of the Angora wireless facilitiesnetwork.

(b) Kautz Overlay

(a) An example path from one ToR switch (rack ID 0123 to a

controller hosted in the rack of ID 1023. Each rack has 8 radis (connected by a small switch), 4 for incoming and 4 for outgog
links. Radios used by this Angora path are in green, and eachrgen arrow represents a 3D beamforming link. (b) Two nodes ira
Kautz graph (d=4,k=4). Each node points to 4 nodes whodg — 1)-digit prefix matches its own (k — 1)-digit suffix.

The key to attaining these properties is the structure obtes-
lay network. We considered two approaches, an unstrucaped
proach,i.e. a random topology, and a structured approaeh,us-
ing a compact routing graph.

A Randomized (Unstructured) Approach. Wireless radiogive
us the flexibility to set up or reconfigure wireless links begw
any two racks as necessary. In a simplndomized approach to
network construction, links are created by connectingspafiran-
domly chosen nodes (racks) with available ports. Prior wiark
wired data center networks shows that a randomized grait-top
ogy can provide flexibility and short paths [36].

In our context, a randomized graph topology offers several p
tential benefits. First is simplicity. Implementing randaed link
creation is straightforward and potentially more robustiast im-
plementation errors. Second, randomized topologies dhafter
short paths in practicé [86]. Finally, they should provideltein
path redundancy, potentially offering high availabilitydarobust-
ness to random failures.

The tradeoff, is unpredictability. While random graphsyvide

digit-shifting, which is easily implemented in today’s $e¥ies us-
ing prefix-matching.

We now briefly describe the Kautz topology to provide context
for Angora. In a Kautz ¢, k) graph with N nodes (racks), each
node’s out-degred and the graph diametér satisfy the equation
N = d* + d*~'. Each node’s ID ha digits with basel + 1. We
represent a nodelD byox1..x5—1, Wherez; # xiy1,x; € [0,d],
and0 < ¢ < k. A noden; keeps pointers td nodes whose first
k — 1 digits matchn;’s lastk — 1 digits (shown in Figur&€l2(b)).
Routing proceeds by choosing the successor who will mateh th
destination ID with one more digit, left-shifting the nodz by one
digit at each hop. For example, the route from23 to 4321 would
proceed a®$)123—1234—2343—3432—4321. Thus at most
hops connect any two nodes. For a network of 320 racks, each
with 8 radios, any rack can reach another within 4 hops.

Summary. Given the above discussion, we choose the Kautz
topology over a probabilistic, randomized network topgltg sat-

isfy the deterministic performance properties desireddata cen-

ter context. Our choice echoes designs made years ago ied¢hne p

good properties fomost paths, there will always be a non-insignificantto-peer networking space, where structured overlays vitintded

tail in any probabilistic distributioni.e. some portion of all paths
will experience undesirable properties such as longerspathigh
link interference. These performance artifacts will haweatsized
impact on overall performance, as end-to-end performanosu-
ally determined by the weakest link[14].

A Structured Approach. The alternative is to impose structure
on the overlay in return for stronger performance guaranseel
more predictability. A naive approach is to organize aké$imnto a
single tree rooted at some network controllEnis, however, makes
a strong assumption that traffic patterns (and controlleations)
are static, and more importantly, known to the systepmiori. It
also limits bisection bandwidth and utility of parallel flew

Instead, we turn our attention to Kautz graghs [26], a stnect
graph topology that guarantees paths between all node pars
bounded. We chose it over other well-known structures such as
de Bruijn graphs[[13] because of four reasorfrst, for a net-
work of size N, Kautz graph guarantees the path between any two
nodes has at mo%gd(di+1 - N) hops, thus strictly bounding la-
tency between any two racks. Such guarantee on all nodegbsirs
eliminates the need for knowing traffic patterns and colerdb-
cations a prioriSecond, Kautz graphs require only constant degree
per node, which address our constraint of limited radiosraek.
Specifically, each node/rack hdsncoming and outgoing edges,
which translates int@d radios placed atop each rackhird, rela-
tive to de Bruijn (and other graphs), Kautz graphs distelfiaws
more evenly through the network, and guarantee a smalleoniet
diametdi. Finally, routing on a Kautz topology is simple and uses

SFor a fixed degred and node counV = d* + d*~!, the Kautz
graph has the smallest diameter of any possible directguhgra

performance guarantees were chosen over random topo[&éies
A structured network is also easier to bootstrap. Each sou&lelD
can be statically mapped to an unique IP address using auttgref
chosen hash function. We will also show [0 84 that the orgathiz
structure of Kautz graphs enables further reduction of leg®in-
terference in data centers by optimizing node ID assignment

4. ANGORA DESIGN

Angora’s basic design addresses two fundamental chakdage
ing the facilities network: pre-tuned antenna directicgraove the
need of link coordination, while constant-degree overlagports
any traffic pattern using a fixed set of radios. When impleimgnt
Kautz graphs using wireless links, however, we identifieéva set
of practical challenges: 1) handling the correlation betmvénk
interference and ID assignment, 2) developing Kautz grdgh-a
rithms to support incomplete graphs, and 3) providing rotess
against node and link failures. We now describe our solstion
these three key challenges.

4.1 Interference-Aware 1D Assignment

Ouir first challenge is to assign logical node IDs in a Kautphra
to physical racks in the data ceffteThis assignment determines
link placement and thus network interference condition&ven
with 3D beamforming 60GHz links, interference is a seriorabp
lem in dense data centers. A suboptimal link placement can de

5Given the small surface space atop each rack, we found the map
ping of radios to links at each node has minimum impact onlayer
performance. We thus applied a random mapping uniformlylto a
the nodes. This differs fron [44] which requires antennatiob.
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(a) Link interference

(b) Hierarchical ID Assignment

(c) Hybrid ID Assignment

Figure 3: (a) Using 3D beamforming, nearly parallel links tageting the same region can interfere with each other, but inreasing
the 3D angular separationa between links reduces interference. (b) Hierarchical ID asignment increases angular separation from
many nodes to a single target, but links from a single sourceotnearby destinations can still interfere. (c) The proposediybrid 1D
assignment interleaves nodes by prefix and suffix, increagirangular separation and minimizing interference for links. For both (b)
and (c), each directed link represents a ceiling-reflecteddamforming link toward the destination, as illustrated in (a).

grade link concurrency, reducing the number of simultagémans-
missions possible.

Intuition says that 60GHz links targeting nearby destoraiwill
experience stronger interference, but interference caffeetively
reduced by increasing 3D angular separation between tws, lin
i.e. o in Figure[3(a). We test this property using two types of off-
the-shelf 60GHz radios. Results confirm the correlatioh\8D
angular separation, and found that in general, 10-df2angular
separation is sufficient to nullify link interference (sé&®. Mo-
tivated by this intuition, we seek to identify node ID assignts
that can maximize 3D angular separations between links.

Naive Solutions. Our search started from a few intuitive solu-
tions, i.e. sequential, where we assign IDs to racks in row or col-
umn orderHilbert, where we assign IDs by ordering the racks us-
ing a space-filling Hilbert Curvé [22], angindom ID assignment.
We run simulations to test these schemes in terms of pathuconc
rency under various traffic patterns. Results show that eduen-
tial and Hilbert produced significant interference and oedlicon-
currency, allowing at most 15-20% of links to be simultarspu
active. This is because in a Kautz link, the source and destin
tion IDs match in all but 1 digite.g. 0123 points to1230, 1231,
1232 and1234 (Figure[2(b)). Thus, for both sequential and Hilbert
assignments a sizable number of link pairs will experierigrifs
icant interference. Random assignment performs betters fun-
predictable, and a small portion of assignments alwaysréesqeed
poor concurrency.

Hierarchical Scheme. Instead, we propose a “hierarchical”
scheme where we divide the data center iht@gions. For every
group ofd nodes whose IDs differ only on the first digitg. 0zyz,
2xyz, 3ryz, anddzyz, we assign them into each of thalifferent
regions (FiguréJ3(b)). This maximizes angular separat@rirf-
coming linksto a singlerack/node since the previous hop for each
node comes from a different region. Experiments confirmed th
this gets near-perfect concurrency for all-to-one traffarkloads
but does not address interference between links coming fhem
same racki.e. one-to-many workloadsAs shown in Figur&l3(b),
the 4 outgoing links fron3210 arrive at closely located racks and
interfere with each other.

Hybrid Scheme. A better “hybrid” assignment can maximize
angular separation between pairs of incoming links and béso
tween pairs of outgoing links of each rack. For clarity, we us
middle-digits to refer to all digits of a nodelD except the first and
last digits. To achieve maximum angular separation, wetjmart
the network layout intal® regions. d? nodes share each unique
string of middle-digits. For example, in a Kautz (4,4) grafitere
are 16 nodes with ID that matche®1y, wherexz € {1,2, 3,4},

andy € {0,2,3,4}. We distribute them into the” different re-
gions such that IDs that differ only in the first or the lastithgill
be maximally separated in physical space.

The layout shown in Figulfd 3(c) is for node degree 4. Con-
sider rack0201; its outgoing links point t®010, 2012, 2013 and
2014, which are well-separated from each other. Also consider
rack 2301’s two outgoing links pointing t8010 and3012. The
two links might appear to be in parallel, yet they are wepaated
in the 3D beamforming context.

LEMMA 1. The hybrid ID assignment scheme achieves the op-
timal angular separation between pairs of incoming (and outgoing)
links on each rack.

The proof is in the AppendixWe also show that in a typical rect-
angular data center layout, the above angular separatairieast
14°. This means that with today’s off-the-shelf radios, therig/b
ID assignment eliminates interference between incoming ¢aut-
going) links on each rack.

Optimal ID Assignment & Channel Allocation. Ultimately, we
seek to minimize interference among all links in the netwttw-
ever, doing so is challenging - finding the optimal ID assigntris
NP-hard (proof omitted due to space limits). Fortunatelggéra
can leverage channel allocation to reduce interferencesago-
tentially interfering links. In this paper, we apply a siragreedy
channel assignment because it already leads to reasorefibe-p
mance under heavy traffic (selel 86). We leave optimizatiorDof |
assignment and channel allocation to future work.

4.2 Handling Arbitrarily Sized Networks

Our next challenge comes from the fact that Kautz graph algo-
rithms do not currently addresecomplete graphs,i.e. networks
whose size does not match a complete Kautz graph wiNere
d*+d*=1. Prior algorithms for routing in incomplete Kautz graph8,[1
[19] are unusable because they require node in-degreestfthus
number of radios per rack) to grow arbitrarily. De Bruijn gina
face the same problem. Thus we need a solution that makesyit ea
to incrementally grow the Kautz grapibe. add racks to grow from
a Kautz (d, k) network to a Kautzd, k + 1) network, all while
maintaining the Kautz properties (bounded degree per nade a
bounded hops between any pair of nodes).

Growing a Kautz Graph. Our solution works by allowing nodes
with different length nodelDs to coexist in the same netwdile

start with a complete Kautéd, k) network ofd® + d*~' nodes,
where each nodelD hasdigits. We add new nodes to the network
by assigning nodelDs of length+ 1, and inserting them into the
middle of existing links. We show an example in Figlite 4, veher
we add new nodes to a Kautz (4,4) graph to become an incomplete



0123 2340 12340 01234 12340 0123—> 01234 12340—>-2340
S193 31 0123 @ —2340 0123 —/»(.—»2340 123> 21234 12341 52341
3123 2342_> — > 313> 31234 12342 —>2342
P P 1234 1234 4123—> 41234 12343—>2343

Original Add one node Add two nodes Add eight nodes, remove the original node

Figure 4: Add seven nodes to existing graph by replacing Nod&234 with eight new nodes 01234, 21234, 31234, 41234, 1232341,
12342, 12343. The eight new nodes together perform the samattionality as Node 1234 from outside’s view.

Kautz (4,5). To add a new node;, we first randomly choose a
4-digits nodeno, e.g. 1234, from Kautz (4,4). Then we assign a 5-
digit nodelD to new node;, and insert it into one of links adjacent
to no. If the link routes tong, we setn;’s ID by adding 1 digit
prefix tono; otherwise we add 1 digit suffix.

When adding another nodg, we repeat the process on another
link adjacent tono. After insertingn;, we also check if there are
other existing 5 digit nodes it should link to based on the tKau
(4,5) protocol. In Figur€l4, adding new node 01234 requires ¢
ating an additional link to node 12340. New nodes are added se
quentially until all incoming and outgoing links t@, have new
nodes attached, except 1. When this happens, the originabde
modifies its nodelD to 5 digits, and attaches itself to the liag.

In our example]1234 becomes 12343 after 7 new nodes have been
inserted into all but 1 of its adjacent links.

This process is repeated at every node in the original Kalitz)
network, gradually replacing each original node withnew nodes
with k£ 4+ 1 digit nodelDs. At this point, the entire network will
be a complete Kautzd, k + 1) graph. During this process, the
network is arincomplete Kautz (d, k + 1) graph and all properties
of the Kautz graph hold: a) each node has at mdstoming and
d outgoing links; b) maximum hop count of an incomplete Kautz
(d,k+ 1) is 3k/2.

Serialization.  Our algorithm requires new node additions to be
serialized across the network. In other words, nodes aredasie-
quentially, not in parallel. This is to avoid corner casethia net-
work topology, where an older nodg with & digits might be dis-
connected from one of its newly neighbors witht- 1 digits, yet
remain the destination of another node. By serializing rendsi-
tions, we guarantee a consistent view of whethgexists or has
been renamed. This constraint is reasonable in data ceimeg, it
involves the manual addition of a rack by an administrajmerator.

Finally, the ID assignment for incomplete Kautz graphs ig/ve
similar to that of complete graphs. We leave the details feviby.

4.3 Fault Detection and Recovery

Availability and robustness to faults are key propertiea tdcil-
ities network. The network should be available despiteviddial
component failuresi . radios, rack switches), external interrup-
tions (.e. link disruption or blockage), and even when significant
portions of the data plane are down for maintenance or upgrad
Here we describe fault-detection and recovery algorithondetal
with link, node and correlated failures.

We define three types of faults as follows:

e Link Failures: a 60GHz 3D beamforming link can fail due to ra-
dio hardware failure, wireless interference, radio méggatient, or
external blockage.

e Node Failures: a node can be shut down by sudden rack power
loss, or rack switch failure.

e Correlated Failures. a cluster of spatially correlated nodesg.
an entire row of racks, can fail concurrently due to planneihm
tenance or network upgrades.

(a) Link failure

(b) Node failure

Figure 5: Fault-tolerant routing with 4 radios per rack. (a) A
failed link can be recovered by a detour with 2 extra hops. (b)
A rack failure requires antenna rotation to build new link (b old
lines), and can be recovered by either 1 hop or a 3-hop detour.

Fault Detection. Fault recovery requires timely fault detection. It
is particularly important for a transmitter to identify three cause
of the error,i.e. whether it is a node failure or a link failure, since
fault recovery mechanisms for each are quite differents Tetec-
tion is also non-trivial, since link failures and node faés result
in the same outcome from the transmitter’'s point of view:séss
of all link layer beacons and ACKs. For link failures, we fscu
on “long-term” wireless transmission failure, and rely d@28.1's
DCF mechanism to address temporary failures due to inaréer.
We use explicit feedback to distinguish between differeuilt f
ures. If a receiver rack (in link m = n) detects an abnormality,
e.g. radio interface is down or no beacons received for some pe-
riod, n sends a feedback packet to the transmittersing standard
Kautz routing. Kautz routing guarantees that the paths- n and
n = m are always disjoint, and the feedback packet will avoid the
problematic radio. Ifn is up, receiving a feedback packet means its
link to n has failed, and it triggers the link failure handling mech-
anism. Otherwise, ifn detects a down interface and no feedback
packets are received after some suitable period, thenahsrhitter
can assume that the rack is down, and it needs to trigger a node
failure recovery mechanism.

Handling Link Failures.  If a single linkm = n fails, we re-
cover by forwarding traffic ta: around the faulty link.Although
Kautz graphs have good redundancy, the deterministicsiigiting
routing provides no redundancyhus we route forward using an-
other outgoing link fromm to another neighbor’. By definition,

n/ differs fromn in only the last digit. Therefore there must a for-
ward link ton’ from m/, wherem' is some node that differs from
m in only the last digit. We can route in reverse on this linloffr
n’ back tom’), then forward fromm’ to n, effectively using a 3
hop detour to circumvent the failure. We show a simple exampl
of this using a base-4 overlay in Figlire 5(a), where the rédude
(1234 — 2341 — 0234 — 2340) replaces a single failed link
1234 — 2340.

Handling Node Failures. A ToR switch failure or rack power
failure represents a node failure in the Kautz graph. When a node
fails, all of its incoming and outgoing radio links also faRecov-
ery requires repairing all links that route through theddihode,
and involves retuning radios pointing to the failed node ew me-
ceivers.



For a Kautz network with degred, we must ensure that each
of the d links routing through the failed node; can reach their
destinations. The high level intuition is that we pairmups d in-
coming link radios with the destination radios of iisoutgoing
links. These radios pair up to form new links that bypass #iled
ny. We show an example in Figuré 5(b), where n@de?2 failed,
and two of its incoming links fron®234 and1234 are redirected to
two of its outgoing neighbors. Since the new links cannothesl
of 2342’s outgoing neighbors, it reaches the missing neighbors via
one hop redirectiore.g. 0234 — 3420 — 1342 — 3421. While
we only showed half 0£342’s incoming links, the other links ex-
trapolate in the same manner. Although we only show redect
from each incoming link to one outgoing neighbor, the linkaal
reroutes to the two unpictured outgoing neighbors the samg w
i.e. 0234 reroutes ta3422 and3423. This allows us to maintain
full connectivity.

When a noden; fails, it creates a “hole” in the routing mesh
that flows route around. Any flow not targetimg as its destina-
tion maintains its connectivity. However, routing arouhe tole
introduces overhead. Therefore, we assume that if and wien n
nodes are added, they should first be assigned nodelDs kbt al
them to fill existing holes in the network. Doing so restories t
links before the failure, and eliminates the redirectioquieed for
fault recovery.

Handling Correlated Node Failures.  Our hybrid assignment
provides good robustness towards correlated node fajlbyespa-
tially spreading out nodes with closeby ID$hat is, nodes serv-
ing as detours in case one of them fails are guaranteed to lbe we
separated in the data center layout. This provides harcagtes
that detour paths remain available and maintain networkecn
tivity after up to 55% correlated node failures (see resnl€5).

Complexity.  Our proposed fault handling mechanisms are low
in computation complexity. Handling node failures requieeun-
ing antenna orientation, which introduces a small overhelaen
using horn antennas. As antenna arrays are becoming mdrissop
ticated and available, we can remove this overhead by rieplac
horn antennas with antenna arrays that use instantanesmisoeic
beam switching. Overall, since the proposed mechanismsfare
low complexity, Angora is easy to troubleshoot and repair.

Adding Redundancy. In our current design of Angora, the fault
handling algorithms already provide very high reliabil{see re-
sults in §6). To further enhance reliability, the data ceatiminis-
trators can add redundant links in Angora to improve itstfealt
erance just like those proposed for wired networks, at ttst @b
increased infrastructure spending.

5. TESTBED EXPERIMENTS

Using off-the-shelf 60GHz radios, we implemented a “probf-
concept” prototype of Angora. We use it to evaluate the bilitp
of 60GHz and our Angora design. We also validate 60GHz prop-
agation/interference models, which we use to drive netwgariu-
lations in §6. For all experiments, we used a metal refledtar a
ceiling height of 4m.

Our experiments used two different 60GHz radios:

WiloCity radios.  Our primary testbed consists of six pairs of Dell
6430u laptops and D5000 docks (Figlite 6). Each has a WiloCity
60GHz radio chipset with a 2x8 antenna array, operatingrdatyp

to the IEEE 802.11ad standard for 60GHz. We found the lovt-cos
2x8 array creates a wide beam (nearly’ 40 width), and com-
pensated this by attaching a metal box to each device, eimylat
horn antenna of 10beamwidth. Our experiments confirm that this
modification does not affect link throughput/latency.

HXI radios.  Our second testbed includes a single pair of HXI
Gigalink 6451 radios, the same hardware as two prior worRs [2
[44)). Each radio operates on a proprietary (non-802.11adfigzo
uration, has a horn antenna of°18dB beamwidth and runs on a
fixed 1.25Gbps rate.

5.1 Is60GHz Suitable for Facilities Networks?

We set up 3D beamforming links to mimic data center transmis-
sions in the presence of human movement, temperatureivasat
and structural vibrations. By examining 60GHz link-levelrfor-
mance, we confirm its suitability as an alternative to wiiieéd in
a facilities network.

Range. Our measurements show that the HXI radio has a range
of 42m at 0dBm transmit power and 144m at 10dBm power, suffi-
cient for today’s medium data centers (40mx50m, 320 rac&0Q
servers). The WiloCity radio has a shorter range of 22m, lmsza
its 2x8 antenna array’s gain is at least 1£]d@wer than the horn
antenna. It can support today’s small data centers (20mx30m
racks, 3200 servers).

Throughput & Latency. The WiloCity radio uses 802.11ad rate
adaptation and its link rate (reported by the driver) desgsarace-
fully with the link distance from 3.85Gbps (at1m) to 770Mbps
(at 22m). The iperf TCP throughput is capped to 1Gbps, duesto t
laptop’s 1Gbps Ethernet interface. The HXI link achievesxadi
800Mbps TCP rate. For both radios, ping latency is less thas 1

Link Stability. We repeat iperf experiments once per second,
and record link TCP throughput continuously for 3 weeks. - Fig
ure[7 shows the CDF of per-second throughput for both radies,
dicating that both radio links are stable over time. Thisficors the
feasibility of using 60GHz links to build reliable, high4f@rmance
connections.

Interference vs. Angular Separation. We build two directional
links using WiloCity hardware, and examine their link thgbputs

as we vary the 3D angular separation between them. Experimen
tation with multiple link configurations seen in mediumesizdata
centers[[44] all led to the same conclusion. Fidure 8 showsidn-
malized throughput degradation for two configurations, nettee
links are 8.4m or 12.5m long. 3D angular separatior<6f pro-
duces 30-70% throughput loss, which disappears completelg

the angular separation reaches 1Einally, we obtained a similar
result from HXI radios where T0separation is sufficient.

5.2 Angora Microbenchmarks

Using the WiloCity testbed, we build Angora overlay paths to
study path-level TCP performance. We focus on impact of path
length and self-interference on each path, and interferbatween
multiple paths. For evaluation, we use both iperf and a TGP fil
transfer program to emulate management tasks in data semter
controller pushing a 10KB update to a rack switch, or pullang
1.3MB status update from a rack. To build multi-hop paths, we
“bridge” the wired NIC and the 60GHz NIC on Dell laptops. Such
“software” switching is CPU-bound and reduces TCP rate fiioen
baseline 1Gbps down to 660Mbps.

Single-Path Performance. Most Angora paths are multi-hop, so
a common concern is self-interference across hops. Withezinb
forming, this only occurs when receivers of two hops areeiys
(on the same or neighboring racks), and their 3D angularagpa

is small. Here each link is bi-directional — reverse linkrzzs TCP
and MAC acks.

" In theory, such 12dB loss translates into 4x range reduction



X 100 T ! — :
1 : — : c Two 8.4m Links -
 HXI Radios 2 80 Two 12.5m Links —»— |
0.8 WiloCity Radios = H 31 5
H 3 B
L 06 g
[a) 5
. O 04 . g 0
A - { 2 20
;GOGHZ Link o 0.2 S
| i < . L . . S
1 ‘ 0 ‘ : : : % 2 4 6 s 10 12 1 16
i 0 200 400 600 800 1000 Anaular S tion (d
Al ol Throughput (Mbps) ngular Separation (degree)
WiloCity Testbed HXI Testbed

Figure 7 CDF of per-second TCP Figure 8: Link throughput degradation

throughput of 60GHz links over 1 month. ﬁi(sthe angular separation between two

Figure 6: The two 60GHz radios.

0 ofo of Dst 0 oo o| Dst
ooloe oole 8
EALY 75/0 sconaro] POl TCP | 10KB Msg. | L3MB Msg. | | Path Length IEF; Ll?KB Ll'f’MB
T N\3 1 \2 3 channels| Thpt Latency Latency TS p atency | Latency
5 e 1 1 654Mbps| _ 3.1ms 30.8ms wio bri d‘;ing 940Mbps| 1.3ms | 19.0ms
[N
S § § § § 2 ; éégmgps g.gms gg.gms 1hop 665Mbps| 1.7ms | 25.4ms
Sic e bpS -£MS -ms 2hops | 662Mbps| 2.56ms | 30.5ms
Scenario 1 Scenario 2 Scenario 3 3 1 118Mbps 9.7ms 168.7ms 3 hops 654Mbps| 3.1ms | 31.0ms
2 413Mbps 4.6ms 48.3ms
. . 4 hops 665Mbps| 3.5ms | 35.9ms
(a) 3-hop overlay paths with different (b) End-to-end results of 3 scenarios in (a)
interference scenarios u 10s1 (c) End-to-end results vs. path length

Figure 9: Angora single path performance. (a)(b) 3 single-ath scenarios and their end-to-end performance. Self-intéerence exists
but can be effectively suppressed via channel allocationc) Single path message delay scales gracefully with path igtfn.

12 3

_Figurel} shows three 3-hop paths (no hops interfere, hop 2 and |gggq]1i°°”| et feose SoooHEeestl seeet 2 £o000
3 interfere, hop 1, 2, 3 all interfere) and their end-to-easuits COﬂ¢f°“Ef1 2323 [eeee] Controller 7[8Q20] [oo00] |[ooco
from our testbed measurements. Specifically, when all hepsau 2 3 2 3

. . . oooo
single channel, path #2's self-interference reduces rsutihput Kautz Random

by 76% and increases message latency by 54%-175%. But with
two channels, path #2 becomes interference-free, and patioss
reduces to only 30%.

Clearly the impact of self-interference is evident but caneb
fectively suppressed via channel allocation. This is omyissue
when the path length exceeds the channel count (3 in 802.11ad

and when the channel assignment does not “spread” the dsanne der heavy traffic and can lead to latency tails. Howeverpitsdct

eyenly across hops. However, th.is happens rarely. For a”.”'"edi can be effectively reduced using channel allocation (basedur
sized data center (320 racks), simulations show that whamy us large-scale results i E6).

random channel allocation only 0.72% of all paths expegesef- Note that Kautz graphs experience much less cross-path inte
interference using Kautz graphg (2.2% using a Random tgpblo ference (thus much smaller latency tails) than Random toes.
Ne>:jt, we rr(ljeasufre for each single pa_th the |r(rj1pact of pat_:jgengt This is because hybrid ID assignment ensures that linkstaffe
on e? “to-end per orhmance. Our. e>|<per|rr;]ents 00 nfot lclzons. r by cross-path interference are at least 2 hops away from @amy c
inter erence, since they appear in less than 1% of all pafig trollef], putting a hard limit on the interference. For Random, in-
ure)(c) lists the throughput and average latency for LOKB2WB terference can occur at any hop around a controller (seedfid),
messages, and for reference the results for 1 hop pathsuwitti- and affect other paths/flows sharing these links. The reslahger

ware brldglng_. For all these cases, the standard deviafiomes- latency tails, later also seen from our large-scale siriuuratin &6.
sage latency is less than 10% of the average. These resaits sh

that the 660Mbps throughput cap from the software bridge ials
creases per-hop latency. Even so, Angora paths have snsdage 6. LARGE-SCALE EVALUATION

latency: 3.5ms for 10KB messages, 35ms for 1.3MB messages. We perform detailed NS3 simulations to evaluate Angorargeta
Message latency scales gracefully with path length. scales, focusing on its ability to deliver control messamiés bounded
Cross-Path Interference. Next we examine how interference  latency and robustness against failures. We seek to uaderabw
affects concurrent paths. While Angora (Kautz+hybrid IDjlia the topology choiceife. Kautz vs. Random) ar!d hardware choice
fies interference among links on the same rack, a small nuofber (-8 horn antennas vs. antenna arrays) affect its performance.
disjoint but closeby paths can still interfere when runntogcur- Simulation Setup. We implement Angora in NS3, adapting the
rently. Figurd_ID shows a representative 2-path examptacet 60GHz flyways cod€e [20] to include 3D beamforming radiosfthal
from Kautz and Random topologies assuming all links useahees duplex), 802.11ad MAC (backoff and ACKs), overlay routiagd
channel. We implemented and evaluated these paths using ourTCP. TCP ACKs are sent via the overlay path back to the source.
testbed. For Kautz, each path obtains 259Mbps TCP throwghpu We use existing data center designsl [44]: each rack hostlid@ta
(3.9ms Iatgncy for 10KB messages, 48.9ms for 1.3MB), wiue f 8As shown in FigurE10, with Kautz/hybrid ID assignment, thstfi
Random, it red_uces to 129Mbps (5.3ms_ latency for 1OKB' 83.6m hop destinationg fr(ﬁ each control|e¥ are well-segparaimigent-

for 1.3MB). This shows that cross-path interference doést ex- ing cross-path interference within 2 hops from the corgroll

Figure 10: Examples on cross-path interference. Kautz guar
antees that there is no cross-path interference within 2 hap
from the controller. Random may have cross-path interfererce
at any hop.




(a) Network sizes 320 and 1280 (complete Kautz graphs)
Figure 11: Angora’s path length. (a) The path length distribution

(b) Arbitrary network sizes

Random " Random
Path Overlay w/ 320 racks Overlay w/ 1280 racks < DeBruijn g 30 DeBruijn
Length [Kautz [DeBruijn [Random| Kautz [ DeBruijn [Random 2 j'g Kautz 5 2 Kautz - Kautz(4,5) |
<4 [26.0%| 16.2% | 23.5% | 6.6% | 42% | 6.4% T a4 \ Kautzg;), A ig a4
4 |74.0%| 63.8% | 42.8% |19.6%| 11.6% | 17.1% g u2f DeBrin(4.5) 1 & 5 A
5 0% 19.9% | 32.3% |73.8% | 63.4% | 42.4% g 4t 5 g
6 0% 0.1% 1.4% 0% 20.6% | 32.8% 3.8 L — Kautz(4,4) B 0
>6 0% 0% 0% 0% | 0.2% | 13% %320 480 640 800 960 1120 1280 320 480 640 800 960 1120 1280

Number of nodes

(c) Arbitrary network sizes

Number of nodes

for data centers with 320 and 1280 racks. (b-c) Averag@ath

length and percentage of path lengths exceeding 5 hops for dacenters of various sizes, representinmncomplete Kautz graphs. The
structured overlays (Kautz and DeBruijn) outperform the unstructured overlay (Random).

connected via a standard switch (6.4MB queue). Radio psowes
and switching delays argns [6]) and500ns [9]. We use a reflector
at 4m height.

We configure the NS3 physical layer with the free-space propa
gation model, validated by our testbed experiments and ywack [20,

# of Overlay w/ 320 racks Overlay w/ 480 racks
Flows Kautz Kautz Random| Kautz Kautz Random
(hybrid ID) | (random ID) (hybrid ID) | (random ID)
40 93% 90% 82% 88% 83% 77%
80 93% 89% 78% 84% 81% 75%
160 93% 88% 76% 81% 78% 71%

[44)]. Our simulations consider both horn antennas and antenna Table 1: The bottom 2% path concurrency, a single controller

arrays By default, each radio is equipped with a standard hor
antenna with 10 3dB beamwidth. We derive detailed radiation
patterns of the horn antennas according to the Kelleheiigen
sal horn pattern[27]. We also verify that the Kelleher’s mlod
matches well with the horn antennas {18dB beamwidth) used
in our experiments, as well as that used_in [20]. For anteneys,

we calculate their radiation patterns following the staddactan-
gular array definitions froni[21]We set the maximum transmit

Topology choice

320 racks, 80 flows w/ varying # of controllers
1 2 4 6 8
93% 88% 81%
Kautz (random ID)| 89% 80% 80% 79% 79%
Random 78% 76% 68% 65% 60%

Table 2: The bottom 2% path concurrency, 1-8 controllers.

Kautz (hybrid ID) 88% 85%

power (10dBm) and rate table based on the 802.11ad specifica-rollers. For eachVZ, we run 2000 rounds with random rack and

tion [4]. Since the 802.11ad standard defines 3 orthogorat-ch
nels (2.16GHz each), we apply a simple greedy algorithm ¢e pr
select a channel for each link, prioritizing links directignnected
to rack(s) housing controllers. We leave optimization cérofel
assignment to future work.

We consider data center layouts used by prior works [[20, 44]:
racks are grouped intox& clusters; each cluster is a row of 10
racks with no inter-spacing; aisles separating the clasiez 3m
(between columns) and 2.4m (between rows). We test datarsent
of size 320 racks to 1280 racks.

6.1 Path Length

We consider three overlay topologies: Kautz, de Bruijn aad-R
dom. For Random, we run 10000 rounds to obtain statistisaity
nificant results. FigurEZ11(a) lists the path length disiiin for
data centers of 320 and 1280 racks. For Kautz, they both tead t
a complete graphi.e. Kautz (4,4) andKautz (4,5), respectively.
As expected, the Kautz topology provides strict bounds dh pa
length (4 and 5 respectively). In contrast, Random topelgave
a longer tail: in 33% of cases, it leads to 1 more hop, and i#01.3
of the cases it leads to 2 more hops. This is consistent wit pr
work on randomized networks [B6].

controller locations, and compute path concurrency as éngop
of all paths able to run concurrerﬁlyWe experimented with three
different traffic patterns: multiple racks to controllgr(sontroller(s)
to multiple racks, and a random mix of the first two. Since tleeyl
to similar conclusions, we only shaive random mix results, which
consistently have the lowest path concurrency of the three.

Table[d lists the bottora%-percentilepath concurrency (across
2000 rounds) when a single controller is present, for datdecs
of size 320 racks (a complete Kautz graph) and 480 racks ¢an in
complete Kautz graph). Our key observations are as folloMisen
using horn antennas, both Kautz and Random graphs mairiggin h
path concurrency>70%) for the two data center sizes, even when
160 flows compete. Kautz shows a sizable advantage over Ran-
dom, which can be attributed to two factors: reduced patbtken
(thus less interference) and hybrid ID assignment thattédiy
scatters the directional links. Our hypothesis is confirmgde-
sults of “Kautz with random IDs” in Tablgl 1.

We obtain the same conclusion from results with multiple-con
trollers (TabldR). Because distributing flows across mléticon-
trollers creates more traffic hotsp@sd active wireless linkpath
concurrency decreases with more controllers. While theaohfs
significant for Random topologies (60% for 8 controllerspuz

We also consider data centers of size between 320 and 1280,gracefully degrades from 93% for 1 controller to 81% for 8-con

representing incomplete Kautz graphs and de Bruijn grapics.
ure[11(b)-(c) plot the average path length and the tail (8regnt-
age of paths with more than 5 hops). In both cases, Kautz butpe
forms: its average path length grows gracefully with netngire,
and the ratio of long paths>5 hops) is within 5%. These results
validate our choice of Kautz graphs as the network topolagyg
the efficacy of our algorithms to support incomplete graphs.

6.2 Path Concurrency

To evaluate Angora’s ability to support parallel flows, wa-ra
domly selectM racks to communicate with one or multiple con-

trollers, again benefitting from a more controlled netwdrkisture.

6.3 Path Latency

Next we study a more practical questio@an Angora provide
reliable communication with bounded latency, even when multiple
racks communicate with controller(s) in parallel?  For this we
examine end-to-end latency of TCP traffic in a medium-sizad d

“Multiple paths runconcurrently if each link’s SINR can support
its target rate. The target rate is the aggregated flow raadl tife
flows that share the link in absence of any interference.
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Figure 12: Angora’s end-to-end TCP delay performance whenarrying 10KB (top) and 1.3MB (bottom) messages. (a) CDF of sgle

flow latency. (b) CDF of per-message latency of the two burstffows.

synchronized flows.

center (320 racks). In the absence of real control traffizesawe
consider three traffic patterns: single-flow, bursty mfitiw, and
synchronized multi-flow.

Single-flow. At any given time, only a single rack communicates
with the controller. We consider messages of size 10&6& SDN
flow setup), 1.3MB €.g. flow table and statisticg[I7,-12]) and 10MB
(e.g. VM images).

Figure[I2(a) shows the statistical distribution of per-sage la-
tency across all combination of rack and controller logaioWe
omit the 10MB figure due to space limit. We note that end-td-en
latency is very low. For Kautz, maximum delay is bounded by
0.45ms for 10KB, 9ms for 1.3MB and 65ms for 10MB messE‘l;es

(c) The maximum and average per-message latency of ntiple
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Figure 13: Impact of antenna choice: maximal and average
per-message latency, 160 synchronized flows, 1.3MB message

90% of its flows experience delay less than 0.2ms, 5ms and 52ms

respectively. We note there is a delay tail, because a sraail n
ber of flows still experiences self-interference, whicggers MAC
backoffs and occasional retransmissions. Kautz’s morf@umire-
sults are due to a combination of shorter path lengths andggr
interference suppression.

Bursty Multi-flow.  We consider two bursty scenarios where all
racks send messages to a single controller over a period £6&0

Impact of Radio Hardware. To understand the impact of radio
choice, we compare latency performance when using sixrdifte
60GHz antennas: horn antennas with 80° and14° beamwidth
which are typical commercial configurations, and antenmayar
of 32x32, 16x16 and 12x12 in size which have been prototyBed [

[30]. We repeat the above latency experiments and result#-of d

onds. The first assumes each rack sends 10KB messages with aferent traffic types lead to similar conclusions. We onlyvslibe

exponential distributed inter-arrival time of mean 15m$ie Bec-
ond increases message size to 1.3MB but reduces the meaeref in
arrival time to 500ms. We repeat each experiment for 100dsun
and randomize controller locations. Figlird 12(b) shows e
message latency is small for both Kautz and Random topapgie
<9ms for 10KB messages ard70ms for 1.3MB. As before, the
key difference between the two topologies is reduced viitiab
(shorter tail, 3ms/30ms) for Kautz.

Synchronized Multi-flow.  Multiple racks send or receive a sin-
gle control message from controllers, and all flows stati@same
time, creating heavy competition. Figurel 12(c) shows latenf
10KB and 1.3MB messages with 40 to 160 flows. Even with 160
parallel flows, both Kautz and Random are able to offer goed-av
age latency results. Kautz again outperforms Random, wéki-mn
mum delays as low as 50% of Random.

%The latency is lower than the WiloCity testbed result (5%&)
cause we remove the bridging artifact and use a horn antenna.

result of 160 synchronized flows with 1.3MB messages, wragh r
resent the heaviest traffic load and flow competition.

Figure[I3 shows the maximal and average per-message latency
for Kautz and Random topologies. We make two key obsenstion
First, antenna arrays lead to higher latency than horn anteneas ev
though their main beam is narrowér. 3.2°, 6.3, and 8.5 re-
spectively. This is because their side-beam emissionsecesdra
interference that is harder to “suppress” via topology glesOne
can reduce side-beams by increasing antenna elemeant&om
12x12 to 32x32, at a higher cost. Another potential soluisoto
use interference nulling [29] to proactively cancel obserinter-
ference, which is an interesting open research direction.

Second, across all antenna configurations, Kautz consistently out
performs Random. As aresult, a facilities network with Kaybrid
ID can meet the same latency requirements using cheaper hard
ware. For example, to pull 1.3MB route table within 500is} [12
[33], 16x16 arrays or T4horn antennas should suffice for Kautz
graphs, while Random requires 32x32 arrays ¢rii@rn antennas.
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Figure 14: Percentage of failed paths in Angora under diffeent types of failures, using both Kautz and Random overlays.

Failure Percentagé 5% 10% 15% 20% 25%
Rack Failure 2.0% | 3.2% | 42% | 5.2% | 6.3%
Link Failure 57% [ 11.2% | 17.1% | 23.5% | 30.0%

Table 3: Average path length increases slightly during failures.

6.4 Fault Tolerance

We now evaluate Angora’s robustness against failures. \&e cr
ate random failures by randomly disabling links and rackd,@or-
related failures by randomly removing consecutive rowsacks.

Their key objective is to improve data plane bandwidth and ad
dress traffic hotspots. The 60GHz links are set up on-denthud,
requiring link coordination, antenna rotation, and/or tcalized
scheduling that introduce additional delay. Such extraydelakes
these designs unsuitable for our targeted facilities netywehich

is highly delay sensitive but requires substantially lob@ndwidth
than the data plane. In contrast, the focus of Angora is tivetel
management traffic via the facilities network with small hded
delay and high robustness. To this end, our solution, whife s
porting any-to-any rack communication, removes the needrfo

We repeat each experiment with 1000 rounds, and examine howcoordination/scheduling and antenna rotation that leadtsider-

failures affect path connectivity. For Kautz, we apply nesty
schemes described il &4.3. For Random, the fault recoveignis
by re-identifying the shortest path in the current diredeaph via
global search. Figure“14 compares the percentage of fadltits p
under different failures. We see Angora is highly robustisgta
all three types of failures. Using the Kautz overlay maimse®9%
path availability for individual or correlated rack faikirates up to
50%, and for link failure rates up to 30%.

We also make two key observationBirst, comparing the two
graph structures, Kautz provides higher availability,exsglly for
node failures. In particular, Kautz maintains perfect kality
under correlated failures even when half of all racks arevaiha
able. This is because Kautz's hybrid ID assignment “spreads
overlay links widely across racks, thus a path is unlikelpeaolo-
cated with its backupSecond, while Random leads to similar per-
formance across all three types of failures, Kautz is mobeisb
against node failures than link failures. The reason isKlaaitz re-
aligns radios to handle node failures, but not for link feell We do
not propose using radio realignment to recover from linkufais,
because searching for available radios to realign is a n@itrask
that may introduce considerable latency.

Latency Impact. Finally, we find that the latency cost of recover-
ing from single link and rack faults is bounded (at most theriay

of a 3-hop detour). Simulations show that average path theimgt
creases gracefully as the percentage of failure increaseshown

in Table[3. For example, The average path length only ineseas
by 8% when 25% of all nodes fail, and 30% when 25% of links
fail. Latency of detoured paths grow linearly with theirip&ngth,
while existing flows in the neighborhood experience littigoact.

7. RELATED WORK

Data Center Networking. Existing works focus on improv-
ing data plane performance, either by scheduling flows mffire e
ciently (.g. [7]) or by proposing new architecturesd. [9, 17,36,
[43]). In contrast, our work is to build a facilities network,sec-
ond network that differs significantly from the data planeboth
characteristics and requirements.

60GHz in Data Centers. Recent works have utilized 60GHz
links to augment data plane’s bandwidth1[20] 24, (25,34 4., 4

able complexity and latency (up to 1s) in existing desig@§.[4

Another 60GHz in data centers proposal is to completelyaapl
wired networks[[35"39] by 60GHz links. Unlike[85,139] that-r
quire specialized server design and rack hardware, ougrnissip-
ports today’s standard data center equipment.

SDN Control Plane. Active research has focused on SDN control
plane designs, from operating systems to scalable desI@i28,
[37,[42]. The reliable delivery of control traffic, howeveashbeen
often taken granted. Yet recent measurements show thatotont
traffic delivery significantly affects network performar@€]. Our
facilities network fills in this gap by delivering SDN conttoaffic
and a wide variety of management traffic reliably in realeim

8. CONCLUSION

We consider the problem of building an orthogonal faciitiest-
work as a core tool for managing data center networks. Ouwr sol
tion is Angora, a Kautz network built on 60GHz 3D beamforming
links. Angora uses a small number of radios per rack to cannec
any pair of racks with a robust, latency-bounded path. Weesdd
multiple challenges including wireless interference,usthess to
route and radio failures, and evaluate Angora using botler@xp
mental measurements and simulations. We believe that Arigor
the first step towards the development of a robust and peactata
center facilities network.
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APPENDIX

The hybrid ID assignment maximizes angular separation between pairs of

outgoing links and between pairs of incoming links on each rack. =~
ROOF We provide a sketch of the proof due to space limitationse Th

proof consists of three step§irst, using geometry, we prove that for 3D
beamforming, maximizing angular separation of a rack'gjoimg (incom-
ing) links is equivalent to maximizing the physical distarfmetween their
receivers (transmitters). For Kautz graphs, these ardirfgibracks whose
IDs have the same middle-digits, but different first/lagfitdiFurthermore,
it is easy to show that maximizing the physical distance betwsiblings
is achieved by properly placing each groupddfracks sharing the same
middle-digits intod? distinct regions.

Second, assuming the data center layout is a rectangle offsizéf (L <
H), we prove that forl = 4, for any ID assignment, the minimum physical
distance between any two siblings is upper-boundefi/By This is because
each rack ha&d — 2 (6 whend = 4) siblings that need to be separated.
Consider the rack placed in the middle of the rectangle. 'semot enough
space to separate its incoming (outgoing) siblingd#. The same proof
applies tad = 3, 5, 6 although the upper-bound may vary.

Finally, we prove that fodd = 4, the hybrid ID assignment proposed in
Sectior# achieves the optimal valuelof2 in terms of the minimum sib-
ling separation. Similarly, fod = 3, 5, 6, we also found the corresponding
hybrid ID assignments which achieve their correspondingetpounds.
This concludes our proof. []

We now show that with the hybrid ID assignment, the angular separation
between any two links > 14° in a typical rectangular data center layout.

Using the rack size and spacing described in [20, 44], a d¢at®ccon-
taining 320 racks (8 rows, 40 racks per row) is 308#m large. Assuming
the ceiling is 4m high from the top of racks, it is easy to wetifat the min-
imum angular separation in the whole data center is°L4Furthermore,
as long as the layout size and ceiling height scale proputly this min-
imum angular separation value will not change. For a fixetingeheight,
the larger the layout, the larger the angular separatiois Mieans that the
hybrid ID assignment scales well to larger data centers aviglnarantee of
14° + angular separation.
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