
Announcements

e Sign-up for slot to discuss your presentation (If you haven't
already)

(see email (

April 17 presentations : April 10 5-7 : 30

April 24 presentations : April 17 5.7 : 30

· Hwz will be posted Next week

·
Turn in your Lecture

Notes - It draft due one

week after Lecture
,
their final draft due

I week after you receive feedback .
Thanks !



TODAY

Semi-Algebraic Proof systems
· Sherali Adams (SA)

· Sum-of-Squares (SOS)
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Sherali-Adams

So is a sound a complete proof system
for refuting a family

of polynomial inequalities over the reals.

For refuting UNsAT CNF formulas :

Let f= en ... n[m

Let <= < ,
r*3). Then = X

,
+ (t Xm) + Xy

System of inequalities corresponding to :

-1 = 0 Vie (m)

plus - X
:

= 0 Vieen]



Sherali-Adams (SP)

Den . A conjunction is an AND of Boolean literals D = 1
,
111 - 11.

We can encode a conjunction as a polynomial over the reals as follows :

I D = 1 X
, v1 ,

then can write D equivalently as i

its

D =T

Den A conical junta is a non-negative Linear combination of juntas

J = 24 :
D
:,

where X
,

30
,
D
,

a conjunction

* Conical juntas are non-negative over 2013 assignments



Sherali - Adams (SA)

Left . Let + = <121 .. 1I be an unisat CNF over X
-Y

A sherali-Adams refutation off is given by :

-,m] +&-93 such that

Conical juntas polymonicals

5
multilinearization : Equivalently we can drop the last part (*)

and write a so refutation as simply 5 M(1)
,

where

arthmetic is done as multilinea polynomials [replace x"
,
is1 by X

:)



Sherali - Adams (SA)

&

roundness. Let CNFF have a sa refutation. Then F Is UNSAT.

P: Let T =+(
assume for contradition & 10

,
13" satisfies F

.

Then

· 9 (d-di) = o Vi

·
,

-10 3 imply T() = 0
.
#

· all 5
: (6) = 0

/



Sherali - Adams (SA)

completeness partition the set of all assignments &30,13 into m groups,G
-

groups such that LEG :
if <(d) is false and G

,
()-1 Vici

Let P
:

be the conical unte corresponding to G:

example : Let G
,

= 1000
,

011
,
100]

-

then p.

= (1-x
, ((( - x2)(1-Xy) + (1-x

, (XeXy + X
,
(1xz)(t-Xy)

so refutation: P(-1)
claim: P

: ( -1) = =



Lower Bounds for SA via Pseudo Distributions

Defn A degree-d pseudodistribution on 50
, 13m is a family of

probability distributions D : EDs1 Sand
,
Isld] satisfying :

() XS12n]
,
s is supported onsignments to the vars Xs

: Ex
: lies)

(2) Marginals property : VS
,
T & (n)

,

151
,
15) = d

Psl+ Nilse - Bsnt

Example n = 3 S = (1
,
2) T = (z

, 33

%

::
&life



Lower Bounds for SA via Pseudo Distributions

Del A degree-d pseudoexpectation operator E is a functional that maps

all degree ad
multilinear poys over X

... Xm to R , satisfies :

(1) E(1] = 1

(2) # is Linear : If deglp) , deg(g) = &, <
,
Be then

E(p + pq) = cE(p] + &Elg)

3) for every conjunction D of width ed
,
ELD] =0

Emmas (Degee-d pseudocxpectations take expectations over a degee-o pseudo distrib)
(1) Let Do be a degreed pseudo-distribution then the functional

& defined by ELEC, Testi : =

[i]dege detection
(2) If E is a degreed pseudoexpectation .

Then the distributions &, defined as

*
2 (y) :

=Pr Lxy]
=

ELXX is a dea
↑ Pseudo distribution

ye 90
, 13



Lower Bounds for SA via Pseudo Distributions

De Let F : <1 .. 1 In be an unsat CNF
.
A degeed

pseudoexpectation # is a pseudoexpectation for if if it is a

degeedpseudocationandconjunctio
D of degeedis

Theorem (SADuality) Let F : < + -- Im be unset <NF
·

Then F has no degre & so refutation iff there exists

a degree -& pseudoexpectation for F.



Lower Bounds for SA via Pseudo Distributions

Theorem (SADuality) Let F : < + -- Im be unset <NF
·

Then F has no degre & so refutation iff there exists

a degree -& pseudoexpectation for F.

&o Cone direction : degeed so refutation- a degeed pseudo exp. (

Assume F has a degreed so refutation : Jot(=
and assume I is a degreed pseudo-expectation for F.

Apply to both sides of (*) :

# (1 = +1=E
which is a contradition.

For other direction
, see (Fleming

,
Kothari

, Potassi] Book.



heraliAdams (SA) someequivalent) views

· As a proof system
· Pseudo distributions
· Li tightening

asLP rightening (degreed)
· Add new variables to represent all

degree = & terms

· This "lifts" postope froma dimensions to pola
~

dimensions.

· Projection back to X-Xe Presences all of

solutions(o removes some fractional ones)



Background : Let's consider Linear Programming as a Proof System
-

Sound
, complete proof system for linea inequalities our 1

IP : max x

st
.

Ax =b3(*) Linear constraints

Decision version : Is there a value of X satisfying (*) ?

soundness - completenessS
FakasemmaDecisionversaqualities

s unsat our th is

=y0st
. y A = 0, b=



LPQuality
-

(P) Primal (P) Dual :

max X minby5
.
z

.

Ax =b
x38 Y0

-qualityTheorem (Implied by Farkas' Lemma
Exactly one of the following holds :

(i) Neither (P) Nor IDS have a feasible solution

(ii) (P) has solars with arbitrarily large values
- (D) is unsat

(iii) (p) unsat + D) has arb. Large solutions

(iv) Both (P) < (D) hav optimal solms ,

**
1* Then =x =by*

So thereis a solution to dual that

witnesses fight bound



So an LP "refutation" of EAxEb
,

X=03 is a normes

Linea combination of these
inequalities that equals +

An LP "dernation" of 3AX = b
,
x503 => CX*

is a monaeg y
+ st

.

(y
*

)+ b = 2

(since [x = (+Ax = (yb =6)

Soundness/completeness : Farkas' Cmma/Dualify thm



TolynomialAutomatizability of LP

satisfiability of linean inequalities over 1 :

· in NP

· By Farkas' Lemma
,

in COND

. in NP1cONP

#Hipso ,d Algorithm (Khachajan 79) LP =P



SA : A proot system for integer programming
obtained by

successive LP tightenings

Consider Unsat F--so we want to determine if there is an

integer solution where all vanables X: 30, 13

- LP (feasible solutions are all

assignments &- 10
,
1) satisfying

all inequalities [1 = 0

Ipreserve all

Bookan solus)inan
a



~degreed fightening

Original LP : (ignor max (TX)

Ax =b
,

0 = X = /
13

add new variables YS VS = (n)
,
(s) = d

Impose constraints #X(x). (ax-b)30 Vrows an

(SuT)-d
"Junta"

New constraints :

lifted Yp = 1

↑ Yais Xi
Saints OY

& (pt(aYsirsisbysot) 50 Drows at A

TET
-I

above constraints translated to linea inequalities using new y wars

plus multilinearization (x -X:
=0)



E (4
,
vo

4)Asm

< = *+oX + X7) :

assignment ("22) satisfies #

So does (3
,
i,)

But if we multiply (? )oD

(



since we have 10 as an initial constraint this givesS
,
TISUTId

,
SNTFD

X

translates to [()T) You (0
T'T

Example: S = 1
,
2 T= 3

,
4

,
5 x

,
yz(fXy)(+Xy)(tXj)30

multiplying at : X
,42 - *Yexs

- Y
,Auto-R*x5 + Xia*zYy + Y

,xz**+ X
,
Xu xyxs - X

,Ye*ztyXs

You Y123-Yizy-fias + Yinb4 + Yinz sYizesYout O



Lemma Let (Ax-b = 0
,

10
, x303 =9 Then the degee-d SALP has no

-

feasible solution iff there is a deged so refutation of 9

P

(1) degree-d SOLD has a feas
.

sola => there is no degree - d SA refutation
&

plug in feas
.

Sold into alleged So ref.

The LHS will evaluate to something0

(2) degree - & SALP has no feas solv => - a dege-d SA refutation

By Farkas Lemma
,
I non-neg

linear combination of inequalities (*) summing to -

They convert to a degreed so refutation (useX,
to multilinearize)



Degree Automatizability of SA

Theorem degreed So LP has nold) linea constraints
,

so sonable in time poy(d)

Equivalently defee-d so refutations can be foundon time nocal)

Q : what about six automaticability ?

UB : size s zogs for spoh(n) this is expl time !

Y

similarto
automatizableare



Sum-of-Squares (SOS)

sos generalizes SA-instead of Jot()=
where the J's are conical juvitas

,
we want to allow Is

to be arbitrary (bventable) polynomials that are always
Non-negative.

Den A polynomial a over y... In is a sum-of- squares if

9 : EP? for some polynomials p:



Sum-of-Squares (SOS)

Dn Let F = 4 1..1
m
be unsat CNF

.

A sumof-squares (sos) refutation of
F is a set of

sum-of-squares polynomials 290 , 8. 1 ... 8m3 such that

: (1) + g = where we assume mine antemtico

soundness : Simila to proof of soundness for SA

Completeness : Follows from completeness of so since any conjunction
Ca thus any conical cinta) can be written as a sum-of-squares :

Let D=Y

Then D2 =(TX



SUM-OF-SQUARES (SOs) Some (equivalent) views : (See Flemingothonip
Book for full treatment

· As a proof system
· Pseudo distributions

~ examples]
· SDP tightening

Like SA
,

we can define sutable notion of pseudodistribution

O

and pseudo-expectation so that degree-d sos refutation of F

If ↳ a degreed sosopseudo expectation for F.

This gives us a complete method for proving sos degree cover bounds

· sos can be viewed as a tightening of SDP (semidet
· program)

· Efficient alg for SDP => degreed SOS refutations are

automatizable
*

in time nora)

* ignoring coefficient size



SOS is stronger than SA

Theem There are polysize
,
degree - 3 sos refutations of BPHPh

,
but

Sa refutations require wh(n) degree

PHPn (binary PHP) .

Let n = 2

variables :

Xij ,
(

...,
M1]

, je (o, ..,
d] Xi ;

= jth bit of binary representation
&

of where pigeon i is mapped

We write <Xi) =j to denote the math-d conjunction, which is true if

pigeon i maps to hall j

use pigeon mps to hole: is
(2) No 2 pigeons ma to same hole :(x) =]) -r (x-j) Viticcon)



SA Lower bound for BPHPn

Tm Degree of any so refutation of BPHP is ch(n).

Proof : Let & :* Let S = In+] be a subset of Ed pigeons

setch
D : choose random see H of Isl holes from Ens

,

a

random bijection from S-H

given subsetI of variables from BPHPh
,
le) Su: pigeons mentioned by

De : distrib al 30
,
13 obtained by picking random matching from No

and set vanables indexed byU accordingly

· marginals property : given subsets T & Pigeons
, Polit Plant Bont

· LetE be associated pseudo-expection.

Need to show E(D, -1)) 50 for all clauses ?, and all conjunctions D
,

ID) = d-Kil :

recall [
.
(2)) if I satisfies 3.

,

and is 0 otherwise

since all < in support satisfy C ,
[1(2K0 and D(d) 50.

: LD . (5-1)] = 0



- A flurry of degree Lover Bounds for
Nullstellensatz

, Poly Calculus, SA
,
Sos

· sos mania :

sos upper bounds=>> Learning algs
(via automatizability)



THE AMAZING USEFULNESS OF SOS : UPPER BOUNDS

UPPER BOUNDS CAN AUTOMATICALLY GENERATE EFFICIENT ALGS !

· PC/SA/sos are automatizable :

degree d proofs can be found in time
roll)

·

· Low degree proofs certifying the mere existence of a
solution automatically give ptime algorithms
· Dictionary Learning [BKS' 15]
· Tensor completion [BM16 ,

PS 17]
- Tensor decomposition [MSS16]
- Robust moment estimation [KS17)
-Clusturing CHL18] [KS17]
- Robust Linear regression [KKM18]



THE AMAZING USEFULNESS OF SOS : LOWER BOUNDS

LOWER BOUNDS IMPLY LOWER BOUNDS FOR A BROAD CLASS

OF ALGORITHMS

[LRS' IS
, CLRS'16] LP/DD EXTENSION COMPLEXITY OF & - SA/SOS DEGREE OF Pe

[RPRC16
, PRID] MONOTONE FORMULA SIZE/SPAN PROGRAM SIZE NSATZ DEGREE

[ggKS18] MONOTONE CIRCUIT SIZE ~ PC DEGREE



#wer

BoundsBusiness Russi, Csoniv],
hea

There exist Ursut 3CNFs Listin over degree-s expander graphs)
that require vi(a) depe refutations in so

12 therefore also hin) depe Note
,
PC

,
and so refutations)

Reference Fleming-Kothari-Pitussi
-

Semialgebraic Profs and Efficient Algorithm Design


