
Encoding TMS and TM computations

as binary numbers

we want to consider problems that take a description

of a TM as input , together
with an input to M

To do this we have to decide on an encoding of

TMS and TM computations . Next we describe a particular

encoding ( but there are many possible encodings)



Lecturelleo

• HW 3 out on Monday Nov 6 ( Due
Nov Zo)

• Today :

4) Universal TMS

a) Closure Properties Of Recognizable /Decidable

Languages

(B) Proving some Languages
are not recognizable/decidable

- Diagonalization

- Turing
Machine Reductions



Encodingturingmachines
Let M=(E

,
Q
,
P
,
S
, q , ,B , Ez , Es )

Where I = { 0,1 , 2}
Q = { 9 , , qz , - - - Gn }
r = { X, , Xz, . . . XK } where 4=0 5=1 5=2 Xy

-

- B

D
,
= left Dz= right

* Note : we always assume
without loss of generality that q, =start state,

qz=
halt and accept , ↳ = halt and reject state

and E = {0, 1,23 .

We represent transition Sofi , X;) → (guile , Dm ) by 01010
"

10h10m

Code for M : 111 code, 11 codez
11

-
. .
11 coder 111

Where code, , → , coder
are the codes for transition function



Encodingturingmachines

Exainpk . Q " { of , 92933
,

E :{0,1 }
,
r :{0,1 , B }

scq , , 1) = (q, , O, R) 0110210310' 102 ← c
,

8cg, , O) = ( of , , 1
,
R ) -0310 I 01104012 ← Ca

8 ( of]
,
1) = 192,0 ,

R ) 0>101 0h10 ' 102 ← ↳

8 ( of ] , B) = Cgs, 1
,
L ) 03103103 1021 O ' ← Cy

M = 111 C
,
11 Cz 11 ↳ 11 Cy 111

CM
,
110110) encoded as 11kgÑ×o-* uniquely decidable



Universalturingmac.hn#Def-N.A,m={ <M
,
W> / Mis ATM and M accepts w }

Theorem Amis recognizable/me .
-

Pt we describe a unueisal TM U
U:Takes as input 4M

,
×>

• U halts and accepts <Mix> if M halts and accepts ✗

• U halts and rejects CM
,
x> if M halts and rejects ✗

• U gets into infinite loop
on LM

,
×> if M gets into

infinite loop on input ✗



Universalturingrlachiñes

We describe a 3- tape TM (at a high level ) for U .

( 3- tapes can be simulated by one tape)

tape 1_

tape 2#

tape 3



Universalturingmachine.cl on <Mix>

① initial state
a-

tape 1 indeed -- ✗n
←

finsof

tape 2

tape 3

• check that contents of tape 1 is a legal encoding CM , ×>



Universalturingmachin.es
③ encoding

tape 1 s...%É☒☒
" M

contents
of M's tapetape 2L$-^← Initially x)

→
current state

tape 3 1 ← Éi that M
is in

• Initialize tape 1 to contain <M}
,

tape 2 to contain $✗

tape 3 to contain $9
,

(start state of m)



Universalturingmachin.es
⑤

tape 1 /Étude

tape 2L$É
tape 3|

troop
If tape 3 contains

$9
,

Iaccept state) half and accept

If tape 3 contains $9s ( halt • reject state) halt and reject

0W simulate Next state :
store contents of tape 2

head and current state of M

in U's state . Scan tape 1
to find corresponding code ,

Modify tapes 2,3 accordingly



Universalturingrlachines

③ EÉp? : say scary ,1) → 819s , O, R)

tape 1 lez11._.-eÉ
tape 2 t.SI#B--

tape 3|$

I

tape 1Étude
tape 2

¥É☒tape 3 1$ o o o o o ☒ ☒ -



CLOSURE PROPERTIES

① L recursive ⇒ L ne,

② Closure of recursive languages under n , v , 7 :

L
, ,
he recurs

lie ⇒ 4uLz , L, nhz , 74 ikz
are recursive

③ Closure of re. Languages under n , U What about
4 , Lz re .

⇒ huh, , L, nhz recursive
closure of

me
.undenn

④ L is re .
and I is ne . ⇒ L is recursive

we'll sketch proof of ④ ; rest are left as exercises



CLOSURE PROPERTIES

④ L r
.
e.
,
and I ne

. ⇒ L is recursive

P-notsk-e.ch: (Dovetailing)

Let M ,
be a TM st LCM) =L and let Mz

be a TM st LCM ) =I

New TM M on ✗ : ←
M
,
+ Me may not

TFÑ=T55, . . . always halt .
We want to design

(2) Run M ,
on ✗ for i steps M that always halts

, , ,
. , ya,, app, × , na ,,

, accept an,,µµagy,µ
(4) Run Mz on ✗ for i steps

(5) if Mz accepts × , halt and reject



CLOSURE PROPERTIES

④ L r
.
e.
,
and I ne

. ⇒ L is recursive

P-notsk-e.us. (Dovetailing)

Let M be a TM st LCM) =L and let Mz
be a TM st LCM ) =I

A

New TM M on ✗ : ←
M
,
+ Me may not

TFÑ=TT, . . . always halt .
We want to design

(2) Run M ,
on ✗ for i steps M that always halts

, , ,
. , ya,, app, × , na ,,

, accept an,,µµagy,µ
(4) Run Mz on ✗ for i steps

(5) if Mz accepts ✗
,
halt and reject

claim : M always halts and LCM) =L :
-

th exactly one of M ,
(x) and Mzcx) halts and accepts .

i. V- ✗ there is some time step i sit . either 4)Mix) halts and accepts
or Iii) Mix) halts and accepts

If li ) then ✗ c- L and MH) halts or accepts Cline 3)
If lii) then **L and Ma) halts r rejects {lines)



Computability

Q : what problems are Turing decidable ?

Q : can we decide if a given program
halts

on all inputs ?



Motivating
Example : Does this Process Terminate ?

Hailstone ( njiinpuf n > o

Repeats

If n =/ halt

Else if he is even set n = 72

Else set n= 3Mt I



Motivating Does this Process Terminate ?
Example:

Hailstone ( n)%nÑ£ n > ° Open
Repeats PwbUm-)
If n =/ halt

Else if he is even set n = 72

Else set n= 3Mt I
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Manylanguagesarenotr.e.crecogniiabUJI.IE: show there are way more Languages than
me . Languages .

To compare sizes
of infinite sets we use the Notion of

countable
vs uncountable

.

DetN_ A set 5 is countable if there is a 1-1 mapping
from S → IN



Manylanguagesarenotr.e.crecognii-abUJI.IE: show there are way more Languages than
me . Languages .

To compare sizes
of infinite sets we use the Notion of

countable
vs uncountable

.

DetN_ A set 5 is countable if there is a 1-1 mapping
from S → IN

Example
① Any finite

set s is countable

② The set of all pairs (i. j) c- IN ✗N is countable



Manylanguagesarenotr.e.crecognii-abUJI.DE#
A set 5 is countable if there is a 1-1 mapping
from S → IN

How to show that some
(infinite ) set is Not countable ?

Root Diagnnanitatwin argument

( similar to Cantor's argument showing that

the set of all real
numbers is uncountable

by showing there is NO 1-1 mop from R ⇒ IN )in

reals



Examples the set of all real numbers
in 10

,
I] is Not countable .

Suppose Ifor contradiction
3- a 1-1 mapping f from

IR → IN :

i. fli )
0

•② I 7 4 3 9 8 -
- .

I • 0002 5 6 9 0 2 2 - - -

z .
I 1 ⑧ 4 0 0 -

.

3 .
I 1 2③ . -

.

g

:

construct real number ✗ = • X
,
X
,
X
,

. . . such that Xi=f
e.g. Let Xi ={0 if f- (Dito ✗= . 1100 . - -

1 if fli)i=o

Since ✗ Not any row of table Cby construction, f is Not
a 1-1 mapping . #



Manylanguagesarenotr.e.crecogniiabUJI.pro#Idea-Let E-- {0,1$

• Every TM over E-- {0,13 is encoded by a unique string on> c- {
*

• Thus every Turing recognizable Language
over {0,1] can be described/encoded

by a string on>est (the M that accepts L)

• Thus the set of AI Turing - recognizable Languages
is countable

• But on the other hand
the set of all languages over {0,13 is

uncountable

• Thus most Languages
Le Et are NIT recognizable



theorem there exists a Language L a- {0,15 that is not me
. (recognizable)

Pt (diagonal itatiim)

Fix an enumeration of all TMS
over {0,1} using our encoding of

Tms

M
) )
MZ

) M3 )
- -

^

order lexicographically by their encodings
(so 4M

,)< smile .
.
. )
called

Define D= { am> I <M2 encodes TMM
,
and M on input <MY ← the

does not halt and accept } Diagonal
language



Define D= { am> I <M2 encodes TMM
,
and M on input <m>

does not halt and accept }

em
, > <me> <Ms> <my> .

. - -
- -

M
, 0 I 0 0 - a

Mz i 0

Ms 0 I 1 1

My O l 0
a

• entry ¢Mi , 4mi)) :(
if Milan; >) halts and accepts

° 0 if Mi KM;D either halts and rejects
or Never halts



Define D= { am> I <M2 encodes TMM
,
and M on input <m>

does not halt and accept }

µ,<Mi><Mz><Mz>(My
°
I0

MÉ
r

°

D is the
"

opposite
' of what is on diagonal

0

That is : ☐ ( Mi, SM;)) =L
if Miami)) halts and accepts
1 otherwise



Define D= { am> I <M2 encodes TMM
,
and M on input <m>

does not halt and accept }

µ,<Mi><Mz><Mz>LMy)..§
m
µ..

0 I 0 1

In
°

D is the
"

opposite
' of what is on diagonal

0

That is : ☐ ( SM;)) =L
if Miami)) halts and accepts
1 otherwise



theorem there exists a Language L a- {0,15 that is not me
. (recognizable)

Pt (diagonal itatiim)

Fix an enumeration of all TMS
over {0,1} using our encoding of

Tms

Mi ) MZ ) M3 , - -
^

order lexicographically by their encodings (
so 4M

,)< smile .
.
. )
called

Define D= { am> I <M2 encodes TMM
,
and M on input <MY ← the

does not halt and accept } Diagonal
language

claim D is not re. (recognizable)

PI By construction ,
for all TMS Mi over E ,

LCM;) =\ D since <Mi> ED if and only if <Mi> * LCM;)



Define D- = { In> I <M2 encodes TMM
,
and M on input <m> accepts}

LM.lu?4Mz7hMy)-------

MO

M
"

a

° I is what is on the diagonal
°

That is D- GM;) ) =

µ
if Mikki>) accepts

0 otherwise



Claim 5 is recognizable /ne .

PI : TM for I on input <M
,>

• Check to see if input is legal encoding of ATM
if not , reject

• otherwise run M on 4M> :

If simulation halts and accepts → halt or accept



Thus we have shown :
e-

I is me
.

D is Not me .

Question : Is 5 recursive /decidable ?


