
Lecturers

HW 3 : out Nov 6
,
DUE NOV 20

Today : Turing Machines ( cont 'd)

(1) Variants of TMS : multi tope TMS

Nondet TMS

Tms that compute functions

(2) Church -

Turing Thesis

(3) Universal Turing Machines
.

U : take us input KM, xD
-
-



Recap from Last week

TM M = ( Q
,
E
,
P
,

S
, Eo , Eau , 9rej ) S : Qxr → Qxrx { L, R}

ÉÉ
=

When we
,

run M on w either : i ) M halts and accepts W

Cii ) M halts and rejects w

cii) M Never halts on W

LCM) = { we E☒ 1 Mon w halts and accepts }



Recursively C-numerable (RE) / Recognizable Languages

A Language L E É is R_E or recognizable if

there exists a TM M such that LCM) =L
.

That is : ✓WE L M on w halts and accepts , and

Hwa L M on w either halts o rejects or never halts



Recursive / Decidable Languages

A Language L a- E* is recursive or decidable if

there exists a TM M such that LCM) =L and M

halts on all inputs

That is : ✓WE L M on w halts and accepts
and Hwa L M on w halts and rejects



RE /Recognizable vs Recursive/Decidable

All
LEE☒

RE/ Recognizable

Recursive
Decidable

CFL's

Regular



fquiiaknl-TMModelsa-b.ae
Head stays in place :① → g.Ei

Now I
f. : Q xp → Q xp × { L, R, E} É 1blbfÉBBBB

.

the P

Ei r•q .

1 . I
_ÉbaBBBB .

-Éb¥BBB
. . -ÉbbBBBB . .



Gquiiaknttrlilodels

☒ Multi tape TMS

Example : 3 tapes :
Al

↳
Tape 1 → 01011 lol I / BI BI -

- - -

( input tape)

→ , Hi 1 11 11

Tape 2

Tape 3
→ I 1 1%9 1 1 11

3 Tape TM M = (Q
,
E
,
P
,
S
, Eo , Chace, Eng. )

where 8 : P xp xp ✗ Q → rxrxr ✗ Q ✗ { 4123×{4123×1412}



☒ Multi tape TMS

Example : L = { w # w 1 WE {0,13*3

Highline:

① copy string to left of
'

#
"

on 2Nd tape

② Compare string to rt of
"

A
"

to string on Ed tape .

accept if they match .



☒ Multi tape Tms we enlarged tape
alphabet
D= { 0,1,#, B ,

Example : L = { W
,
# Wz / W

,

=We }
HI, HI }

Highline:

① copy string to left of
'

#
"

on 2Nd tape

② Compare string tort of
"

A
"

to string on zid tape .

accept if they match .

É#¥☒o#o☒iX Étui
É É$B

to to-¥•i#¥**
t§B⇒-ÉB =)

É3



② Muititapetms
☒ any missing

Example : L = { w # w f we so, / 3*3 transition

goes to Erej

B,B→B,B,R, R

S

.
B,B→BB,R,R

A- , # 0-74,9-0,12,E

→ a.s*¥÷÷÷÷¥→¥¥¥H#B! ¥
,
# 1- → it

,
#1,R,e

¥3:¥&¥¥¥o
9
,

① ?⃝ %
,

-

¥3 oiiiii.ie * →¥0,4 ①
#
,
/ →#

, 1,9L

¥¥%¥



② Multi tape Tms
•

theorem Let LEE be accepted by a *- tape TM, M .
Then

L is also accepted by a I. tape TM , M .

And if M always halts, then Mi always halts

Pnofsketch
Suppose M

is a 3-tape TM (general case
is similar . )

we will represent contents of
all 3 tapes by a single tape as follows :

M : ① M
'

:b
011 1011111 BIBI

⇒ ftp.o#aabat-aobttBB--i. ---
aialblal BIBLIA -

tape tape 2 tape 3

a☐¥¥k
.
.

• on top of symbol denotes the
head position



② Multi tape TMS

theorem Let LEE be accepted by K- tape TM .,M=(949490,9m ,Ery )
Then L is also accepted by a 3- tape TM , M

'

simulutiñq#yMin :
① Put M

'

in this form : # I ii. lwzlwsl .
- - lwnl # list # list# 1131131 - -

-

② To simulate one transition of M : M
'
scan tape from first A- to 4th # and

remembers symbols under each tape head (by state we are in]
Then make a second pass our type to update tapes according to M's transition

Excimpb

t#É#É#d±T → 1*1811101*101010191*11111014 # I

ski,l , 1,01 → Gj , 1,0 , O , L , R ,

R)

corresponding
states if M

"

: 9 . i,j, Katie
Ñ

Binge
g- f€Q



Implement

÷?⃝:÷⇐i*:¥for scanty
to - pickthe4.tv#g☒i÷÷



② Multi tape TMS

theorem Let LEE be accepted by a K- tape TM, Al . Then
L is also accepted by a 5- tape TM .

simulutiinofm-by.mn n
:

① Put M
'

in this form : # I ii. lwtwsl .
- - lwnl # list # list# 1131131 - -

-

② To simulate one transition of M : M
'
scan tape from first A- to 4th # and

remembers symbols under each tape head (by state we are in]
Then make a second pass our type to update tapes according to M's transition

③ If at any point M
'

moves one of its - virtual heads
'

to the right onto a'# '

then M
'

writes a
'

B ' symbol here and shift tape contents from this
cell one unit to right (and then continue simulation as before )

C-xan-p.tl

1t¥#ÉÉÉ=É → •b##a•a#

Slqi , a, b.a) → qj , a, b. a , R , R, L



Gquiiaknttrlilodels

③ Nondeterministic Tms

A Nondeterministic TM M is described by : (Q, E, R, S, % , qua
,
Erej)

but Now 8 : Qxr → P ( Qx rx EL
,
R3 )

I
ponerset

So given a pair Cqi , a) we can take 0
,
1
,
or any

number

of transitions . ( Note the total number of possible

transitions from Cqc
,
a) is IPCQXPXEL

,
R} / = 2101.1^1-2

theorem Let L be accepted by some Nondet TM, m
then L is accepted by a deterministic TM

, mi

(and if M always halts, then m
'

always halts )



Turing machines computing functions

Detn .

An input-output TM M is a tuple (Q
,
E
,

M
,

S
, Estart , Ehait

) -

On an input we E* ,
M runs on w ( using

the transition function s )

• M hafts if it reaches the state qaa ,, and
the

output is the string written on the tape
up to the place where tape is all 43's o.io#RB----

• alternatively output is the string
after

'

$
' and up to

the place where tape is all ☒ 's



Turing machines computing functions

Detn .

An input-output TM M is a tuple

(Q
,
E
,

M
,

S
, Estart i Ehait

) -

On an input we E* ,
M runs on w ( using

the transition function s )
M hafts if it reaches the state qaa ,,
and the output is the string written
on the tape Cup to the place where tape is all B's )

Deli f : → Ed is TM - computable if F an
-

input-output TM M such that

V-we.IM on input w halts and outputs f-(w )



Examples Of Computable Functions (practice problems)
① on input n ( represented in unary) output ntl in unary

→ give a 1-type TM .
ex : w= 1111 output

.

11111

② on input n
in binary Notation output ntl in

binary
→ give a

1- tape TM
ex - V = 0111 output sooo

✓

③ Insert # in beginning of input : w→ # w

→ give a 1- tape TM

④ unary
addition : 1h Him → 2-

ntm

→ give a C- tape TM

③ binary addition : U # v → w such that utv=w

→ give a B- tape or I
- tape TM C- × . Chouf

# Ig output 1001 =w

⑥ binary multiplication : u # ✓ → w such that 6. v=w

→ HARDER
. give high levl description of a K - tape TM



Church - Turing this is

Every reasonable model of computation

can be simulated by a TM .

In other words,
Tms can compute any function

that can be computed by any
current / future computational device


