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● 67% of consumers now look online 
for information before heading to a 
physical shop

● Yet, 61% of independent 
businesses, including restaurants, 
hairdressers, pharmacists and 
convenience shops, have 
inaccurate or missing opening hours 
listed on the web

● This is costing independent high 
street businesses £6.1 billion a year 
in lost revenue

● The UK Domain is urging 
businesses to check and take 
charge of their online information

https://www.nominet.uk/misinformation-online-costs-independent-high-street-businesses-6-1-billion-year/

Motivation

https://www.google.com/url?q=https://www.nominet.uk/misinformation-online-costs-independent-high-street-businesses-6-1-billion-year/&sa=D&ust=1541902083720000&usg=AFQjCNGMtSYUJqwf3R9lIEFT9q7o2Tewcg


https://documents.trendmicro.com/assets/white_papers/wp-fake-news-machine-how-propagandists-abuse-the-internet.pdf

https://www.google.com/url?q=https://documents.trendmicro.com/assets/white_papers/wp-fake-news-machine-how-propagandists-abuse-the-internet.pdf&sa=D&ust=1541902084094000&usg=AFQjCNHFBpTzPL6a8lsfTlY-ZyrwD7Gj_g


https://ijnet.org/en/blog/real-news-about-fake-news-real-cost-spreading-misinformation

https://www.google.com/url?q=https://ijnet.org/en/blog/real-news-about-fake-news-real-cost-spreading-misinformation&sa=D&ust=1541902084354000&usg=AFQjCNGX5UscYgA2l0aMFD45XGmzPTJBSw




Overview
● FEVER: Fact Extraction and 

VERification of 185,445 
claims

● Dataset
○ Claim Generation
○ Claim Labeling

● Systems
○ Baseline

■ Document Retrieval
■ Sentence Selection
■ Textual Entailment

○ Our System



Claim Generation
● Sample sentences from the introductory section of 50,000 popular pages 

(5,000 of Wikipedia’s most accessed pages and their linked pages)

● Task: given a sample sentence, generate a set of claims containing a single 
piece of information focusing on the entity that its original Wikipedia page was 
about.

○ Entities: a dictionary of terms with wikipedia pages.
○ Create mutations of the claims.
○ Average claim length is 9.4 tokens



Claim Labeling

● In 31.75% of the claims more than 
one sentence was considered 
appropriate evidence

● Claims require composition of 
evidence from multiple sentences 
in 16.82% of cases.

● In 12.15% of the claims, this 
evidence was taken from multiple 
pages.

● IAA in evidence retrieval 95.42% 
precision and 72.36% recall.



Baseline System
● Document Retrieval: DrQA → returns k nearest document for a query using 

cosine similarity
● Sentence Selection: using TF-IDF similarity to the claim (above a certain 

threshold)
● RTE (with and without sentence selection)

○ MLP
○ DA

○ Note: RTE for NOTENOUGHINFO uses NEARST_P or RANDOM_S
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Document Retrieval
● Google Custom Search API

top 2 results of “Wikipedia” + claim

● Named Entity Recognition (NER)
Pretrained BiLSTM of (Peters et al)

● Dependency Tree

● Combined Method

Matthew E. Peters, Waleed Ammar, Chandra Bhagavatula, and Russell Power. 2017. Semi-supervised 
sequence tagging with bidirectional language models. In ACL.



Sentence Selection
● Extract Top 5 Evidence from at most 3 documents

○ using TFIDF similarity
○ Evidence recall 78.4  (baseline system: 45.05)

● Top 5 evidence include a lot of wrong evidence! (Most gold has one or two 
evidence sentences)

● Only top 3 evidence sentences were used for entailment
○ using cosine similarity of ELMO-embeddings of claim and evidence



Textual Entailment

Alexis Conneau, Douwe Kiela, Holger Schwenk, Loıc Barrault, and Antoine Bordes. 2017. 
Supervised learning of universal sentence representations from natural language inference data. EMNLP
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