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Abstract

Exponential key exchange may be used to establish secure communi-
cations between two parties who do not share a private key. It fails in
the presence of an active wiretap, however. Davies and Price suggest use
of Shamir and Rivest’s “Interlock Protocol” to surmount this difficulty.
We demonstrate that an active attacker can, at the cost of a timeout
alarm, bypass the password exchange, and capture the passwords used.
Furthermore, if the attack is from a terminal or workstation attempting
to contact a computer, the attacker will have access before any alarm can
be sounded.
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I Introduction

The exponential key exchange protocol[1] has been suggested as a form of public-
key cryptosystem. It is also useful if two parties wish to set up a secret con-
versation without prior arrangement, as the public keys are relatively easy to
generate.

The dialog works as follows. Let a and 3 be large, publicly-known numbers.
Suppose that A wishes to talk privately with B. Each side picks a random
number, Ag and Bg. The following messages are sent:

a?fmod B —
— oPrmodp.

At this point, A, who knows Ag, can calculate
(@PR)AR mod g = o787 mod g.

B can perform a similar calculation to obtain the shared key a4®B% mod 8. An
intruder cannot do the same, however. For example, in order to calculate Ag
from a4® mod 3, the eavesdropper must calculate the logarithm of a4% mod
in the field GF(). This is believed to be difficult, though notable progress has

been made of late, especially for small values of 8 [2].

ITI Active Wiretaps

As elegant as it is, exponential key exchange is vulnerable to active, “man in
the middle” attacks. That is, suppose an intruder Z can not only listen to
messages between A and B, but can also modify messages, delete messages, or
even generate totally new ones. In that case, Z can imitate B when talking to
A, and imitate A when talking to B:

a4fmod 8 —s
a?Fmodf —s
— oPrmodp
— aZr mod S.

At this point, A and Z can compute
(aAR)Z;? mod 8 = (aZ;?)AR mod 8 = arZr mod 8
while Z and B can compute

(@?7)Br mod B = (a®7)?% mod B = a?#P7 mod 3.



Let E4 (M) represent an encryption of M using the private key derived from
the exponential key exchange. For simplicity, we assume that the entire message
is encrypted as a single block. Now, suppose A sends a password P4 to B,
encrypted as E4 z/(Pa). Then Z can intercept and decrypt the message, obtain
Py, re-encrypt it with o?#Br mod 3 and send it on its way:

Es7/(Pa) —
EzB(Pa) —
— EzyB(PB)
— FE4 z/(Pp).

Here, B has received Ez g(Pa), decrypted and matched it against the stored
password for A, and responded with its own password, Pp; this, in turn, is
decrypted and re-encrypted by Z for transmission to A.

Continuing in this way, Z may eavesdrop on the entire conversation between
A and B, or substitute new messages to either recipient. Neither A nor B knows
that Z is intruding.

Davies and Price [3, page 222] describe a scheme by Shamir and Rivest
that is meant to surmount this problem if A and B share passwords P4 and
Pg. A and B encrypt their passwords using that key, producing E4 p(Pa) and
E4 (Pgp). Rather than transmitting those quantities intact, each party divides
the encrypted password into two halves, producing E4 g(Pa)(1l), Ea B(Pa)(2),
E4 B(Pg)(l), and E4 g(Pp)(2). They then exchange halves alternately:

—  E4B(PB)(1)
— E, B(Pg)(2).

Suppose, now, that Z is interfering in this dialog. In that case, A is really
sending (E4,z:/(Pa))(1) in the first message. But Z cannot decrypt E4 g(Pa)(1)
until £4 g(Pa)(2) arrives, and thus cannot re-encrypt it using Ez p. Thus, A
and B can detect the intrusion.

IIT The Attack

Assume that A represents a user of computer B, and that it is such access that
7 wishes to obtain. We demonstrate that the above algorithm still allows Z to
gain access to B.

Assume that 7 is sitting in the middle of the dialog shown above. Since Z



does not know Ppg, half of some arbitrary encryption is sent instead.

(Ea,z/(Pa))(l) —
—  (Eaz(P))(1)
(Ea,z/(Pa))(2) —

At this point, Z can combine the two halves of A’s encrypted password Py
and — knowing a4#%r mod # — can decrypt it, and continue the dialog with

(Ez,B(Pa))(l) —

—  (Ez,8(PB))(1)
(Ez,B(Pa))(2) —

— (E£2,8(PB))(2).

That is, Z has completed A’s half of the authentication procedure, as far as
B can tell.

The connection from Z to A may be dropped at this point. True artistry
demands Z should do this by simulating line noise or a network failure. It does
not matter much, however; Z has full access to B before A can sound any alarm.
(Recall that we are assuming that Z has full control of the communications
channel between A and B. If there is an auxiliary, unauthenticated channel
between the two parties, A might use it to yell for help. But care should be
taken, as false messages on that channel might be used for a denial of service
attack.) If A attempts to reconnect, Z can either continue the simulation of a
communications problem, or it can complete the authentication dialog. Note
that P4 and Pp are compromised at this point. If A attempts to reconnect,
Z can either continue the simulation of a communications problem, or it can
complete the authentication dialog with A, using Pp.

An obvious counter is to modify the dialog slightly so that B speaks first.
The user password P4 is much more sensitive than the host password Pg; it
would make sense for A to be assured that it was speaking to the genuine B
before transmitting a password. This, too, is insecure; Z can still break in to
B, though possibly for a shorter time before an alarm is raised.

The attack this time requires that Z set up a second, parallel connection to
B, using exponents Z' and B’. (In fact, it does not matter what the exponents
are here; Z and B will go through a separate exponential key exchange to
calculate them.) This second session is used to capture Pg:

— (Ezvp(PB))(1)
(Eznp (P2))(1) —
— (Ez0p(PB))(2).



Naturally, Z refrains from sending the second half of P» at this time. Instead,
the captured Ppg is used on the original connection to spoof A.

— (Eaz(PB))(1)
(Baz(Pa))(l) —

— (Eaz(PB))(2)
(Ba,z(Pa))(2) —

At this point, Z has captured P4 as well. This may be used to complete the
authentication dialog with B. Presumably, at some point B will get suspicious
that the dialog on the second channel has not been completed; even if a com-
munications problem is simulated, security alarms will likely be raised. It is not
likely, however, that A will be locked out instantly; as noted earlier, automatic
lockouts can be used for denial of service.

If two channels into B are not available, the same scheme works using succes-
sive calls from Z to Bj;in that case, however, an alarm will be sounded before Z
has completed the second connection. The scheme originally outlined provides
a period before the alarm, when the intruder has access to the system.

IV Alternatives

Davies has suggested[4] that validation of the passwords be done in parts. That
is, since A knows Pp and the negotiated encryption key, she also knows the two
halves of the encrypted message, and can validate them as they arrive. Thus,
when Z sends (E4, z/(P2))(1), it is apparent that the message does not contain
an encryption of Pg, so the reply of (E4, z:/(Pa))(2) will never be sent.

This strategy foils our attack. However, this requires that the unencrypted
messages contain, in addition to passwords, only information known to both par-
ties. In particular, nonce fields, unpredictable timestamps or random padding
cannot be used. Furthermore, it is common practice to avoid storing cleartext
versions of others’ passwords; rather, a one-way hash of the password is gen-
erally kept[5]. In this case, the encrypted password can only be verified when
both halves are received; half of the encrypted password is useless.

A different authentication protocol based on exponential key exchange is
given in [6]. Briefly, a shared secret key is used to encrypt the exponentials
before transmission. In addition to providing both authentication and secrecy,
this scheme guards against password-guessing attacks[5, 7, 8, 9]. Further, it can
be used with most public key cryptosystems, not just exponential key exchange.
It suffers from the same flaw as does Davies’ defense: it is not suitable for
situations where one-way hashing of passwords is used.

Another alternative is presented in [10]. Giinther presents an authentication
system that is also based on the discrete logarithm problem; in it, the user’s
identity is encoded into the public key. Thus, the secrecy negotiation protocol



itself yields the user’s identity. However, this scheme requires that the user store
a bulky secret key, rather than a simple password.

v

A Lesson

The original man-in-the-middle attack is countered by the protocol attributed
to Rivest and Shamir. As we have seen, that protocol in turn falls to a slightly
more complicated attack. Instead of considering specific attacks in designing

protocols, it may be much more fruitful to consider classes of attacks embodied
in specific adversarial assumptions [11, 12]. Certainly, no protocol should be
accepted purely on the basis of its defeating a single attack.
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