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Abstract. We present a reputation scheme for a pseudonymous peeeto-p
(P2P) system in an anonymous network. Misbehavior is onkedbiggest prob-
lems in pseudonymous P2P systems, where there is littletineefor proper
behavior. In our scheme, using ecash for reputation pdims,eputation of each
user is closely related to his real identity rather than ®duirrent pseudonym.
Thus, our scheme allows an honest user to switch to a new psgudkeeping
his good reputation, while hindering a malicious user froasing his trail of evil
deeds with a new pseudonym.

1 Introduction

Pseudonymous SysteAmonymity is a desirable attribute to users (or peers)
who participate in peer-to-peer (P2P) system. A peer, semiting himself via a
pseudonym, is free from the burden of revealing his realtitlewhen carrying
out transactions with others. He can make his transactioliskable (i.e., hard

to tell whether they come from the same peer) by using a diftepseudonym

in each transaction. Complete anonymity, however, is nsiralele for the good

of the whole community in the system: an honest peer has nicehmt to
suffer from repeated misbehaviors (e.g. sending an indefitieto others) of a
malicious peer, which lead to no consequences in this gbrieseudonymous
world.

Reputation SystenWe present a reputation system as a reasonable solution to
the above problem. In our system, two peers, after carryirtgadransaction,
evaluate each other by giving (or notyeputation point Reputation points as-
signed to each peer sum up to create that peer’s reputatioa. \a addition,
reputation values are public, which helps peers to decidethven it is safe or

not to interact with a particular peer (more exactly a pseydo.

Identity Bound Reputation SysteWe stress that, in our system, the reputation
value is bound to each peer. In existing reputation systd®islB], the reputa-

tion value is bound to each pseudonym. Consequently, a newdpaym of a
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malicious peer will have a neutral reputation, irrespectfhis past evil deeds.
Thus, honest peers may still suffer from future misbehaor the other side,
honest users won't use a new pseudonym, in order to keep phogat®n they
have accumulated. Thus, they cannot fully enjoy anonymity anlinkability.
Motivated by this discussion, our goal in this paper is tdgtean identity bound
reputation system, combining the advantages of anonymiyr@putation.

Our Contribution.First, we formally define security for identity bound reputa
tion systems (Section 3). As far as we are aware, this is thesiilch security
definition. Our definition captures the following informalquirements:

— Each peer has a reputation which he cannot lie about or shqshrticu-
lar, though each peer generates as many one time pseudosymsnaeds
for his transactions, all of them must share the same reputailso, our
system is robust against a peer’s deliberate attemptsrteagse his own rep-
utation.

— Reputation are updated and demonstrated in a way that dbesmpromise
anonymity. In particular, the system maintains unlinki&pibetween the
identity of a peer and his pseudonyms and unlinkability agm@seudonyms
of the same peer.

Our second contribution is the construction of a reputasoheme that
satisfies the security definition. It is a nontrivial task éalize a secure iden-
tity bound reputation scheme, as the requirements of aniiynamd reputation
maintenance are (seemingly) conflicting. Here, we onlyflyrgive basic ideas
for the construction (see Section 2 for high level desaiptf our scheme and
Section 5 for the detail). To satisfy the first item, we neeémtr@l entity,Bank
Bank, aware of the identity of each peer, keeps reputatioowtds by the peer,
and is considered trusted to perform its functional openati— reputation up-
dates etc. — correctly. Since we do not consider Bank trusteéerms of the
anonymity requirements, we need to utilize a two-stagetadjon deposit pro-
cedure. For the second item, we use the concegtaaish E-cash is well-suited
to our system since it can be spent anonymously, even to Béakalso use
other primitives, such as anonymous credential system md dignatures.

Organization.In Section 2 we provide a high level description of our scheime
Section 3 we present our model, including security requangist The building
blocks used by our system are described in Section 4, foldwea detailed
description of our system in Section 5. Related work andréutiirections are
discussed in Sections 6 and 7 respectively.



2 System Considerations and High Level Approach

In this section we discuss system considerations and praskigh level de-
scription of our scheme.

System Considerations and Assumptiolige assume that all communication
takes place over an anonymous communication network, & gixnet [8] or
an Onion Router [24, 11]. We further assume that this netugiik fact, secure.
While we are not minimizing the difficulty of achieving that see, for example,
[15] or [21] — we regard that problem as out of scope for thisgra

We also assume certain out-of-band properties that aressagefor corre-
spondence to the real world. The most important such assamigtthat there
is some limit to the number of reputation points any partytand out per unit
time. While we don'’t specify how this limit is set, we tenteiy assume that it
costs real money to obtain such points to hand out. This mighexample, be
the daily membership fee for participation in the P2P nekwblote that the as-
sumption corresponds quite well to the best-known existepytation system,
Ebay. One can only dispense reputation points there aftkmga purchase;
that in turn requires payment of a fee to the auction sitettBbharjee and Goel
have derived a model for what this fee should be [4]; they ttedl necessary
property “inflation resistance”.

A last assumption is unbounded collusion. That is, any nurobgarties on
this network may collude to break anonymity of some othetyp&¥e specifi-
cally include the bank in this assumption. We assume coltubecause in most
real environments, it is possible for one party to open mlgtaccounts on the
system. It may cost more money, but it does achieve the goele & bank em-
ployee can do the same, we assume that the bank is colludmalbeit perhaps
in response to a court order. Even if we assume a foolprodésyfor restrict-
ing accounts to one per person, two or more people could caoncate via a
private back channel, thus effectively creating multiptecunts under control
of a single entity.

On the other hand, the bank is trusted to behave honestlg faritctional
transactions, which involve maintenance of reputatiorland repcoins for
each peer (see below). Thus, if the bank is misbehaving ifggsa coalition
with other adversarial users), it can compromise the coress of the system,
but not the anonymity. It is possible to distribute the bamkctionality among
several parties in order to increase fault tolerance anaceedny trust assump-
tions, but we will not describe this here.

Protocol Overview.Bank keeps the record of each peer’s reputation imepa-
tation databaseAs shown on the left of Figure 1, a peér(via his pseudonym



— Reputation granting process (left): (D)withdraws a wallet¥ (i.e., repcoins) from the Bank
B. (2) U, via Py, awards (i.e., spends) a repcgifi, 7) to M. (3) M, via P, deposits the
repcoin(S, 7). (4) If the deposit is successfuby; obtains fromB a blind permissiory.
Note thato is blind to B and only visible toM. (5) M depositso, and B increases\I’s
reputation point.

— Reputation demonstration process (right): {I)requests a credential for the groGh. (2)
If M has enough reputation count f6f;, B issues a credentiaked to M. (3) By using
cred, Py proves its membership @f; to Py .

Fig. 1. Reputation granting and demonstration

Py) can increase the reputation of a pseudoryynby giving arepcoin® which
is basically an e-coin. Bank manages the number of repcbatseach peer has
using another databasepcoin quota database

Note that)M does not deposit the repcoin using his identity. This is lier t
sake of maintaining unlinkability between a pseudonym ameer. If M di-
rectly deposited the repcoin, collusion of Bank dnavould reveal thai\/ and
P,y are linked. In fact, this shows the difficulty of realizing ecare reputation
scheme: it is not obtained by using an ecash scheme naivelgreEerve un-
linkability, we use a level of indirection. WheR;; successfully deposits the
repcoin, it gets a blind permission from Bank. The blind piegion is basically
a blind signature, which therefore does not contain anyrmétion aboutP,,.
So,M can safely deposit the permission.

We chose to employ an anonymous credential system (seeoiSeitito
construct the reputation demonstration procedure (onige side of Figure
1). The anonymous credential enablds via his pseudonyn®,,, to prove his
membership in groug’; anonymously. Thus, unlinkability betwead and P,
is maintained.

We also note thaP;,, instead of revealing its exact reputation value, shows
the membership of a grou;. Demonstration of exact reputation value could
allow an attacker who continuously queries for the repaitatif many pseudonyms
— without even needing to transact with them —to infer whetiwe pseudonyms

L1f M wants to increase of reputation 8%, they can carry out the same protocol with their
roles reversed.



correspond to the same user. To make matters worse, with'Benlkabora-
tion, pseudonyms can be linked to a limited number of idiestithat have the
exact same reputation value with the pseudonym. On the bidsa, group-
ing together identities which belong to the same reputdteal, makes small
changes in reputation accounts invisible to other pseutdsniank can still see
the changes that take place in peers’ reputations, but thnkthem to specific
pseudonyms any more. The reputation levels (i.e., graupsare defined as a
system parameter. Reputation levels are not necessagjilyree to be disjoint.
One example would be that; contains peers who has more trindifferent
reputation values.

Punishing Misbehaving Parties¥hen modeling the security of the system, we
aim to achieve our goals (such as anonymity, no lying abquitedion level, no
over-awarding reputations beyond the allowed limit, dby.yendering a break
of the security computationally infeasible (modulo sonamdard cryptographic
assumptions). However, some security breaches are inppe@dsi completely
prevent. For example, as long as there is no central parphiesd on-line in
each transaction, a user can always award the same reppaatto different
parties. As another example, if anonymity and unlinkapiktto be preserved,
a peer with a high reputation level can always give away aldaita and secret
keys to another peer, allowing the latter to claim and prbediigh reputation as
his own. In these cases, we build into our model an incentivetsire (similar
to previous work, e.g., [19]), whereby such security breactvould hurt the
offender. In particular, for the first case above, we reqhiet a double awarding
of a reppoint would reveal the identity of the offender (Whian then lead to
consequences outside of our model). For the second casesquiger that in
order for Alice to empower Bob, who has a lower reputatioreleto prove a
reputation level as high as Alice’s, Alice would have to effiesly give Bob
her master private key. This information may be quite semsiespecially if
the private key used within the reputation system is the saneeused for a
public-key infrastructure outside the system.

3 A Model for Anonymous Reputation Systems

In this section, we present our model for anonymous remutatiystems. We
first enumerate the types of entities and the operationsdzxes! in the system,
followed by the security definition. The motivation and oathle for our model
and choices were discussed in Section 2. We note that sorhes#d tefinitions
were inspired by previous work on other primitives, such@g$].



3.1 Participating Entities

The entities in an anonymous reputation system are as fellow

e Peers.Peers are the regular users of a P2P network. A peer intesattts
other peers via pseudonyms of his choice and can be eitheea(hlsyer)
or a Merchant in different transactions. Peers can awangtagpn points to
other peers (through their pseudonyms), and can show #ymitation level

to other peers.
e Bank. Bank manages information with respect to each peer’s atipat(where

the information is tied to actual identities — public keys fpeers, not to
pseudonyms). Specifically, it maintains three databasesrdpcoin quota
database (denoteDq,.t.), the reputation database (denotBd,), and the
history database (denotdd},;;).

Dquota holds the amount of repcoins that each peer is allowed tocawar
to other peers. When a peer withdraws a wallet of repcoiresathount of
his repcoin quota is decreased correspondingly. Bank afsemishes all the
peer's account periodically, as per system parameterseffample, every
day each peer can award at most 20 repcoins to others; seis¢hgsion in
Section 2).D,¢, contains the amount of reputation points that each peer has
earned by receiving repcoins from other peers. In orderdognt peers from
double-awarding (awarding two peers with same-serialisened repcoins),
Dyis: holds all the repcoins that are deposited.

3.2 Operations

The operations supported in our system are listed below.n/éimeoperation
is an interactive procedure (or a protocol consisting oftiplg procedures) be-
tween two entitiest andB, we denote itbyO 4, Op) < Pro(I¢)[A(4), B(IB)],
where Pro is the name of the procedure (or protocal)y (resp.Op) is the
private output ofA (resp.B), I is the common input of both entities, and
14 (resp.Ip) is the private input ofd (resp.B). We also note that depending
on the setup, some operations may require additional gloda@meters (e.g.,
some common parameters for efficient zero-knowledge pr@ofaodulusp,
etc). Our system will need these additional parameters whin using under-
lying schemes that use such parameters, e.g., e-cash sy@t@monymous cre-
dential systems. To simplify notation, we omit these po&tigiobal parameters
from the inputs to all the operations.

o (pkp,skp) « Bkeygen(lklis the key generation algorithm for Bank.
o (pku,sku) < Ukeygen(17”) is the key generation algorithm for peers. We qall; the

(master) public key ot/, andsky the master secret key of.
e (P,sip) < Pnymgen(1¥)isthe pseudonym generation algorithm for peers. Fiheis the

secret information used to generate the pseudoRym



(W, Djyota)/ (L, L) — RepCoinWithdraw (pkg,pku,n) [U(sku), B(sks, Dquota)]- A
peerU tries to withdrawn repcoins (in the form of a walleil’) from Bank B. Bank, us-
ing Dquota, Checks ifU is eligible for withdrawal. If so, the withdrawal is carrienit and
Dquota IS changed accordingly.

[ ] <(I/Vl7 S, ﬂ'), (S, 7Z')>/<J_, J_> «— Award (PU, P]V[,pk‘B) [U(SiPU 5 VV,pk‘U7 Sk}U), M(SZ’PM)].
A peerU (via Py), using his wallefV, gives a repcoir(S, ) to M (via Par). Here S is a
serial number and is the proof of a valid repcoin.

o (T,(D/ep, Diier))/ (L, L) «— RepCoinDeposit (pkg, S,7) [M( Py, sip,, pku, sku ), B(
skp, Drep, Dhist )]. A peerM deposits the repcoin into his reputation account. If theoep
(S, ) is valid and not double-awarded, then the coin is storedérhiktory databas®his,
and the amount of reputation pks in Dy is increased by one.

o (pku,Ilg)/L « ldentify(S, 71, m2). If arepcoin is double-awarded witls, 71 ) and(S, 72),

Bank can find the peer who double-awarded the coin using ti@sation. Here[l is a proof

thatpky double-awarded the repcoin with the serial numgier
e T/L « VerifyGuilt(S, IlIg, pku) outputs T if the peerU (represented byky) indeed

double-awarded the coin with the serial numBer

o (C, T)/(L,1) <« RepCredRequest (pks,pku,l) [U(skv), B(skp, Dip)]. A peerU
requests a credential that will enalifeto prove to another peer that he has reputation level
1. Bank B refers toD,,, and if U has sufficient reputation it issues a creden@@l. (As

discussed in Section 2, how exactly the reputation levelslafined is a system parameter).
e (T,T)/(L, L)~ ShowReputation (Pu,, Pu,,pks,l) [Ul(skyl,sipU17Cbl), Uz(sipy, )]
A peerU; (via Py,) proves taUs (via Py,) that he has reputation leviel

3.3 Security

In this section we define security for anonymous reputatymtesns.

Adversarial Model. We will consider two adversarial models, assuming the
stronger one for the anonymity-related security propgr{ignlinkability and
exculpability), and the weaker one for the reputation-tiagdproperties (no
over-awarding and reputation unforgeability).

For the weaker adversarial model, we assume Batomest-but-curious
that is, it follows the protocol specification correctly.| Ather peers may be-
come malicious, and behave in arbitrary ways in the protokdyersarial par-
ties may collude with each other, and as long as they are ,pbess may de-
cide to share any of their state or secret information wittheather, and co-
ordinate their actions; Bank may share the content of its\tamied databases
(Dquota, Drep, @and Dy,it), but not Bank’s secret keys (thus it is meaningful for
Bank to behonest-but-curiouseven when in coalition with other players).

For the stronger adversarial model, we remove the hondsitsious re-
striction on Bank: we assume all parties (including Bank)yrba corrupted,
collaborating with each other, and behaving arbitrarily.

Correctness.
2 Note that if we allowed Bank to share its secret keys and tashrbitrarily, it could issue
more repcoins than allowed, generate reputation credentiat do not correspond to the
correct reputation level, etc.



¢ If an honest peet/;, who has enough repcoins in his repcoin quota, runs
RepCoinWithdraw with an honest BaniB3, then neither will output an error
message; if the peéf,, using the wallet (output dRepCoinWithdraw), runs
Award with an honest peévs (via his pseudonym), theli, accepts a repcoin
(S, ); if the peerUs runsRepCoinDeposit with the honest Bank to deposit

the repcoin(S, 7) thenUs'’s reputation in Bank will be increased by one.
¢ If an honest peet/; runsRepCredRequest with an honest Bank and a rep-

utation level for which he is eligible, theti; gets a valid credential. For
a valid credential(]b, its owner can always prove his reputation through
ShowReputation(l, Cb, ...) procedure.

Unlinkability.

For an adversaryl who has corrupted certain parties including Bank, we say
that a peel/ appears consistent with a pseudon¥o A, if U and P’'s owner

are uncorrupted, and if the levels for whighsuccessfully invoke8howReputation
are a subset of the levels for whithsuccessfully invoke®epCredRequest. We
now define the following two unlinkability properties:

Peer-Pseudonym UnlinkabilityConsider an adversary who, having corrupted
some parties including Bank, is participating in the systemsome arbitrary
sequence of operations executed by honest and by corruptédsp Given a
pseudonynmP that does not belong to a corrupted party, the adversaryeean |
which peer owng” no better than guessing at random among all non-corrupted
peers that appear consistent with

Pseudonym-Pseudonym Unlinkabilif@onsider an adversary who, having cor-
rupted some peers (but not Bank), is participating in théesysor some arbi-
trary sequence of operations executed by honest and cedryatrties. Given
two pseudonymg”;, P, that do not belong to corrupted parties, the adversary
has no advantage in telling wheth@r, P, belong to the same peer or not. Next,
consider an adversary who corrupted some peers and Bankllag ken the
above requirement should hold as long as thereatifeast twonon-corrupted
peers who appear consistent with béthand P, (because if there is only one
such uncorrupted peer, clearly both pseudonyms belongtsdime one).

No Over-Awarding.

¢ No collection of peers should be able to award more repcbes they with-
drew. Suppose that peersl, ..., U, collude together, and that the sum of
the amount of repcoins allowed to themNs Then, the number of different

serial numbers of repcoins that can be awarded to other EegrsnostV.
e Suppose that one or more colluding peers runAhard protocol with two

pseudonymsPy;, and Py, such thatPy,, gets(S, 1) and Py, gets(S, m2).
Then, we require thddentify (.S, 71, 72 ) outputs a public keyk;; and a proof
of guilt 77 such thaWVerifyGuilt(pky, S, I1) accepts.



e Each repcoin that is accepted but not double-awarded iAtfzed protocol
increases exactly one reputation point in the dataldgsgirrespective of the
beneficiary of the repcoin. However, we don’t regard it assabh of security
when a peei/; received a repcoin but passed ithfy, who deposited it into
his reputation account; in any event, this is just anothanfof collusion.
Another justification is that the pedi; sacrifices one reputation point.

Exculpability.

This property is to protect the honest peer from any kind affing attack
against him. No coalition of peers, even with Bank, can fagwoof I1; that
VerifyGuilt(pky, S, II¢) accepts whergky is an honest pedi’s public key
who did not double-award a repcoin with the serial number

Reputation Unforgeability.

e No coalition of peers, wherkis the highest reputation level of any one of
them, can show a reputation level higher thdor any of their pseudonyms.
This implies as a special case that a single peer cannot fiisgeputation.

e Consider a peel/ with reputation level, who owns a pseudonyiR. Sup-
pose that some coalition of peers has empowéradth the ability to prove
that P has reputation level > [. Let Bad be the set of peers with reputation
level at least’ among the coalition (note that by the previous requirement,
there must be at least one peeBiad). Then, it must be thal’ can learn the
master secret key of a pe€f ¢ Bad.

4 Building Blocks of our Scheme

Anonymous Credential Systemsln anonymous credential systems — see, for
example, [19, 6, 3] — there are three types of playesgrs, organizations, and
verifiers Users receive credentials, organizations grant andywthé creden-
tials of users, and verifiers verify credentials of the usBedow are the sup-
ported procedures.

e (pko, sko) — AC.OKeyGen(1¥). Key generation algorithm for an organizatidpko, sko)
denotes the key pair of the organization

o (pku,sku) — AC.UKeyGen(1¥). Key generation algorithm for a usépky, sky) denotes
the key par of the usd¥. Sometimesky is called the master secret key®f®

8 Anonymous credential systems do not typically require aiipform for the master pub-
lic and secret keys, but assume it is inherited from some RKEre users are motivated to
keep their secret key secret. In other variations of anomgmoedential systems (with all-or-
nothing non-transferability) there is no master public. kéyr scheme can be adapted to such
systems as well.



e {(N,NSecrn), (N,NLogy)) « AC.FormNym(pko) [U(skv), O(sko)]. Nym * genera-
tion protocol betwee andO, whereN is output nym NSecry is secret information with

respect taV, andNLog ,, is the corresponding log on the organization side.
o (credn, CLog,.q, ) < AC.GrantCred(N, pko) [U(pku, sku,NSecrn), O(sko, NLogy)].

Credential granting protocol, wheteed v is a credential for the nynV, andCLog,.q,, iS

the corresponding log on the organization side.
o (T,T)/(L,L) — ACVerifyCred(pko) [U(N,credy), V]. Credential verification proto-

col.

o (T,T)y/(L, L) « AC.VerifyCredOnNym (N, pko,pko,) [U(N1,credn, ), O(NLog )]
In this protocol,U proves toO that N is his valid nym issued by and thatcredx, on the
nym N; issued byO;.

Secure anonymous credential systems satisfy the follosimglitions (see
[19, 6, 3] for more details): (1WJnique User for Each NymEven though the
identity of a user who owns a nym must remain unknown, the owheuld
be unique. (2)Unlinkability of Nyms.Nyms of a user are not linkable at any
time with a probability better than random guessing.{8forgeability of Cre-
dentials. A credential may not be issued to a user without the orgabizat
cooperation. (4Consistency of Credentiall.is not possible for different users
to team up and show some of their credentials to an organizatid obtain a
credential for one of them that the user alone would not hateg. (5)Non-
Transferability. Whenever Alice discloses some information that allows Bob t
user her credentials or nyms, she is effectively disclobieigmaster secret key
to him.

E-Cash. An e-cash system consists of three types of playersbém users
andmerchantsBelow are the supported procedures (see [5]).

(pks, sks) «— EC.BKeyGen(1¥) is the key generation algorithm for the bank.
pku, sku) — EC.UKeyGen(1%) is the key generation algorithm for users.
W, T) «— EC.Withdraw(pks, pku,n) [U(sku), B(sks)]. The useilU withdraws a wallet

W of n coins from the bank.

o (W' (S,7)) «— EC.Spend(pkn,pks,n) [UW), M(ska)]. The usetlU spends a coin by
giving it to the merchand/. U gets the updated wall&t’, and M obtains a coir{.S, 7) where
S is a serial number and is a proof.

e (T/L,L") « EC.Deposit(pkr,pks) [M(skwm, S, ), B(sks, L)]. M depositg S, ) into
its account in the bank. L' is the updated list of the spent coins (i, 7) is added to the
list).

. (pk)U7HG) — EC.Identify(S, 71, m2). Given two coins with the same serial number, i.e.,
(S,71) and (S, w2), B finds the identity of the double-spendety and the corresponding

proof I1¢.
o T /1 « EC.VerifyGuilt(S, pku, I1c). It verifies the proofll¢ that the usepky is guilty of

double-spending coif.

Secure e-cash scheme satisfies the following conditionC¢tjectnesslif
an honest user rurisC.Withdraw with an honest bank, then neither will output

4 Usually, nym and pseudonym are used interchangeably. Baxtdiol confusion with the term
pseudonym in our reputation scheme, we stick to the term myaménymous credential sys-
tems.



an error message. If an honest user rlEQsSpend with an honest merchant,
then the merchant accepts the coin. Blance.No collection of users and
merchants can ever spend more coins than they withdrevdé8jification of
double-spendersSuppose the banB is honest, and\/; and M, are honest
merchants who ran tHeC.Spend protocol with the adversary whose public key
is pky. Suppose the outputs 8f; and M, are(S, 71) and(S, 2) respectively.
This property guarantees that, with high probabil&¢, |dentify(S, 71, 72) out-
puts a keypky and proofll such thaEC. VerifyGuilt(S, pky, Ilg) accepts. (4)
Anonymity of usersThe bank, even when cooperating with any collection of
malicious users and merchants, cannot learn anything aboser's spendings
other than what is available from side information from tmeieonment. (5)
Exculpability.When S is a coin serial number not double-spent by usewith
public keypky, the probability thatEC.VerifyGuilt(S, I14, pky, n) accepts is
negligible.

Blind Signatures. Blind signatures have two types of players: bankand the
users A user requests the bank to generate a signature on a messddgen
the bank generates a signature without knowing the messagelow are the
supported procedures (see [14]).

e (pks,sks) «— BS.KeyGen(1%). Key-generation algorithm for the barik
e (T/L, 0/1) < BS.Sign(pks)[B(skg), U(m)]. Signing protocol.
e T/L «— BS.Verify(m, o, pkg). Verification algorithm.

Secure blind signature scheme satisfies the following ¢tiamgi (1) Un-
forgeability. Only the bank who owns the secret keyz can generate valid
signatures. (2BlindnessThe bankB does not learn any information about the
messagen on which it generates a signature

5 Anonymous Identity-Bound Reputation System

In this section we describe a general scheme based on angnraptation of
the building blocks. See Appendix A for a specific instamiaiof the scheme.

E-cash schemes will be used for the implementation of reedilind sig-
natures will be used in repcoin-withdraw and reputatiodaip procedures, and
anonymous credential systems will be used for the reputat@monstration
procedures. As we shall see, while the first two are used ifativay straight-
forward manner, the last one is used in a more complex wage $ire reputation
demonstration setting presents a new type of hurdle to owsedf unlinkability
is to be achieved even against colluding bank and peers.

Underlying Protocols and RequirementQur scheme will work with any im-
plementation of these underlying primitives, as long asnttaster public and



secret keys for peers in our system are of the same form as ithtise underly-
ing e-cash scheme and anonymous credential system. Ttheg gy generation
algorithmsUkeygen, EC.UKeyGen, andAC.Ukeygen are all the same.

Our scheme will also require a zero knowledge proof of kndegéeof both
the master secret key corresponding to a master public keythe secret in-
formation of a nym'’s owner (which is given as an output of @FormNym
operation). Thus, when instantiating our scheme with $igegrimitives, it is
useful to choose underlying primitives that admit efficipmofs of this form
(as we do in the Appendix A).

Setup. We start with the setup procedure on Bank’s side.

- Bank B execute£C.BKeyGen procedure of e-cash scheme to create a dig-
ital signature key-pairpk s, skp). This is the key-pair that will be used for

creating the repcoins. Bank publishéss.
- B executesBS.BkeyGen procedure of blind signatures scheme to create a

blind signature key pair to be used in the Reputation Demmettedure;ﬁk%,
sk%). Bank publishegk’.

- B defines fixed reputation levels represented by a group;. These “repu-
tation” groups — although managed by Bank — play a role simdadhe one
organizations play in anonymous credential systems. Far eae of these
groups, Bank runé&.C.OKeyGen protocol to generate public-secret key pairs
(pkq,,skg,). Bank also publishegkg;s.

- B does the appropriate setup (if any) for the pseudonym geoer&or ex-
ample, this may involve selecting an appropriate algetgaapG),.

On the peers’ side, each pdérinvokesEC.UKeyGen to create a master public-
secret keypaitpky,, sku, ).

Operations. As mentioned, we assume that messages are exchanged through
perfectly secure channels. The system operations areedais follows.

1. Generation of PseudonymBEach peer generates his own pseudonyms. There
is no particular structure imposed on the pseudonyms, aydtbed not be cer-
tified or registered with Bank (or any other entity). The ordguirement is that
the pseudonym generation leaves the owner with some satwanhiation (e.qg.,

the random string used for the generation procedure), shathpbssession of
this information proves ownership of the pseudonym. We aldb need such

a proof to be executed. Thus, in principle, we can simply ussndom string

r as the secret information arfd = f(r) as the pseudonym, whefeis some

5 As discussed in Section 2, an important part our system sethp assumption that peers are
motivated to keep their master private key secret. For gasan, it is beneficial to have the
master public and private keys be part of an external PKI wiscused for other purposes
(e.g., signing documents) outside our system.



one-way function, with an associated zero-knowledge pobkhowledge of the
inverse of P. However, a more efficient solution is to let the pseudonym- ge
eration procedure to be a digital signature key generakieaping the signing
key as the secret information and the verification key as saeeigonym. Here,
being able to produce valid signatures will prove ownerstiifhe pseudonym,
without a need for a zero-knowledge proof.

2. RepCoin Withdrawal. RepCoin Withdrawal takes place between Bagk
and a peel/. Both U and B engage inEC.Withdraw procedure of a e-cash
scheme. For simplicity purposes, we assume that a widdletf » repcoins has
been withdrawn. Since the only properties related to repcaie anonymity of
an honest withdrawer and repudiation of any double spetfueryallet can be
like the one suggested in [5], arseparate digital coins withdrawn through any
known e-cash scheme.

3. Reputation Award.This procedure is executed between two pseudonyms,
one (i.e.,Py) belonging to a peel/ and one (i.e.Ps) belonging to a peei/.

Both engage ireC.Spend protocol of a e-cash scheme. However, this protocol
takes place strictly between the two pseudonymsand P, instead of involv-

ing the actual identitie§/ and M. Thus, Py gives a repcoin taP,,;, where no
information about identities of the parties involved isealed.

4. Reputation Update.This protocol is invoked when a pe@f wants to in-
crease his reputation based on the repcoins that his psguddmve received
since the last time he updated his reputation record. Asqusly discussed,
maintaining unlinkability between a pseudonym and its awse crucial fea-
ture of our system. Towards this end, a single interactionufalate (with a
merchant presenting himself to Bank either as a peer or aswpeym) will
not work, as we explain below.

Assume peel wants to deposit a repcoin he received®asfrom pseudonym
Py of UserU. Note that no one exceptl knows who is the owner aPy;. Given
the fact thaty knows the exact form of the repcoin he gave\q if M tried to
deposit the repcoin by presenting himselfld4o Bank, a collusion of Bank and
U would reveal thatV/ is the owner ofPy,. Trying to solve this by letting\/
“rerandomize” the repcoin in some way before depositingespnts problems
for enforcing the no over-awarding requirement. On the olfaad, if Reputa-
tion Update procedure was done by the pseudoymof M, there would be a
problem in persuading the Bank to updatgs record without revealing that/
is the owner ofPy,.

Therefore, our Reputation Update protocol has two stagest, P,; con-
tacts Bank and gets a blind permission from it that shows ecigphas been
deposited and is valid. Secontl] deposits that blind permission. In particular,
the following procedure takes place:



4.1 Obtaining Blind Permission. PeerM execute€C.Deposit procedure
of e-cash scheme using his pseudoniim, but here the actual deposit does
not happen. Rather, if Bank accepts the repcoiny/ gets fromB a blind
signature on a random message. ThaPjg,sends taB a repcoin that it has
received. IfB accepts the coin as valid,; chooses a random message
and gets a blind signature 6f. a%. We call(C, af’g) ablind permission

4.2 Deposit of the Blind Permission. M sendsB the permissior(C, o).
Then, B checks if the tuple is fresh and increases the reputatiav of

5. Reputation Demonstratiorilhis protocol is invoked when one peer wants to
demonstrate his reputation to another peer, both integstrictly through their
pseudonyms. We will utilize predefined grou@s corresponding to reputation
levels!;, which are managed by Bank. For a pgewho wants, viaP;, to prove
his reputation level; to a pseudonymPy of a peer-verifierV/, the protocol
proceeds as follows:

- If he has not done it beforé] contacts the bank to register in the gradp
that corresponds to the desired reputation 1&vél interacts with; (Bank)
by invoking AC.FormNym protocol of a anonymous credential system, in
order to generate a ner[l} for U under that grouf. (U can generate as

many nyms as he wants.)
- U contactsG;, providing its master publigpk;; key and a zero knowledge

proof of knowledger that he possesses the corresponding master secret key
sky. U also presenté\f}} and a zero-knowledge proafy that it has been

created correctly and he is the owner.
- G; checks thal is valid and that his reputation is indeed in that group (or

higher), and executesC.GrantCred to generate a credentialy, for N;:.
- U interacts with the verifieP, under his pseudonyr;;. Py proves by ex-

ecutingAC.VerifyCred that he possesses a credential from gr6pSpecif-
ically, Py proves that its owner has registered under a nyr&i@nd has
acquired — through that nym — a credential of membership.

5.1 Security

The following theorem states the correctness and securityrgeneral scheme.
For lack of space, we refer the reader to our technical rgppfor proofs.

8 Recall that there is a big difference between pseudonymsngnis. As discussed before,
Pseudonyms are public-secret key-pairs, used as meansgerge peers’ anonymity when
involved in transactions. A nym of a peer will be associatéti & particular reputation group.
Bank, as the manager of the reputation groups, will be abiekohe nyms with the peer iden-
tities (master public key). In contrast, unlinkability cfgrs and pseudonyms is maintained, as
per our security definitions.



Theorem 1. If the underlying primitives (anonymous credential systeroash
system, and blind signatures) are secure, then our schetisfisscorrectness
peer-pseudonym unlinkabilitypseudonym-pseudonym unlinkabilitgo over-
awarding exculpability, andreputation unforgeability

5.2 Practical Issues

In the absence of a concrete implementation, it is hard toencakicrete state-
ments about practical issues. Furthermore, our main rssaframework which
can accomodate different algorithms That said, there demat two areas that
deserve further attention, performance and system sgcurit

In general, our protocol is neither real-time nor high-perfance. We are
not proposing per-packet operations; most of what we do isuper or per-
purchase. As such, real-time performance is not criticapiarticular, there are
no bottleneck nodes.

A full performance analysis is given in [1]. Here, we notetthH of our
primitive operations ar€@(1) in system size. That is, there are no design ele-
ments in our scheme whose performance degrades as the fimesystem in-
creases. Similarly, no operation takes more than a few rgessall areD(k +
w) in message size, whekeandw are security parameters. More details for our
specific instantiation are given in Appendix A.

In addition to the anonymous peer-to-peer communicaticessary for the
underlying application, there is now a new communicatioathpfrom each
party to the bank. Parties who are engaging in our protoctinsed to con-
tact the bank. This provides another channel that might btectisl by, say, the
attacks described in [15]. Indeed, there may exists a sdrhefa-intersection
attack” [9]: the peer-to-peer traffic alone may not be suepi; but it when
coupled with conversations with the bank might be sufficfentdentification.

A second area for security concern is CPU consumption. Cherse (see
Appendix A) requires public key operations; these are CRtgrisive. An at-
tacker who has identified a candidate participant in rea&tmight be able to
connect to it — we are, after all, talking about peer-to-mgstems — and mea-
sure how long its own communications take. The obvious defes to make
sure that any given operation takes constant time; in this Jikely means pre-
configuring each peer node with a maximum number of concuc@mections
supported.

6 Related Work

A number of papers have addressed the issue of reputatioprizady.



There are many papers on reputation systems for peer-torpdeorks.
Most focus on building distributed reputation systemsheatthan worrying
about privacy; [12] is typical.

The difficulty of building systems like this is outlined bymjledine, Math-
ewson, and Syverson [10]. They present a number of simikesys and show
why bolting on reputation is hard.

A typical approach is typified by [26], who incorporate pgyanto their
scheme. However, their system does not provide unlinkgbitialso requires a
trusted “observer” module for full functionality.

The work by Kinateder et al. [16, 18] is close to ours. Theeaysin [16]
differs from ours in two notable ways. First, its reputaticare linkable. In-
deed, they see this as a virtue, in that recommendations eavelyhted de-
pending on the reputation of the recommender. Second, g®yree a trusted
hardware module (i.e., a TPM chip) on every endpoint. In [118y describe a
more general system based on UniTEC [17]. Reputation statenare signed
by a pseudonym’s private key. Unlinkability is achieved hyitshing public
keys. Apparently, the UniTEC layer can share reputatiortsvden different
pseudonyms, but the authors do not explain how this is daesubably, this is
handled by bookkeeping at that layer. More seriously, alifnothey assert that
a trusted module is desirable but not necessary, they doxptdie how that
could work, and in particular how they can prevent cheating.

Pavlov et al. [22] present a system, based on secret-sharimgh has many
of the same properties as ours. However, it depends on hgcatiitnesses”,
other parties with knowledge of the target's reputationalsufficiently-large
community with a low density of interaction, this may be diffit. Furthermore,
it does not provide unlinkability; witness testify aboutrokvn party’s past be-
havior.

Another work related to ours is Voss [25] and Steinbrech&j.[th both
of the systems, users interact with each other through pssuas, and repu-
tation is strongly connected to identities. In fact, in [2Bputation points are
implemented as coins, which may have positive or negatilteevidowever, in
both cases, Trusted Third Partiesge required to ensure unlinkability between
identities and pseudonyms.

Approaches other than reputation systems have also besenped to deal
with misbehaving users in anonymous or pseudonymous sgsteetenkiy et
al. [2] make use of endorsed e-cash to achieve fair and anmungywo-party
protocol wherein parties buy or barter blocks of data. Waseecash stands for
reputation in our scheme, e-cash stands for actual monégindcheme; a peer
uses e-cash to buy data from other peers. Johnson et alod8j bn protecting

"In [23] TTP appear in the form of designated identity provide



a service in Tor from a malicious user without blocking ak #xit Tor nodes.
In particular, they present a protocol where misbehavirmngmous users are
blacklisted by servers.

7 Future Directions

A few interesting open problems remain.

First, our current scheme uses unit coins for reputatiorat T all repu-
tation credits are worth the same amount. It would be niceetmfi variable
values; we suspect that this is easy.

More seriously, we do not have negative feedback. Thereastdifference
between knowing that a seller has performed welhotransactions and know
ing that that seller has performed well enout of n. The difficulty is forcing
the seller to commit to depositing a coin indicating bad be&vramost sellers
know when they have done something wrong. In the technigairtdl1], we
developed a partial solution. The scheme does not satisfgdmplete unlink-
ability requirement stipulated in our definition, as Banlols the number of
transactions a peer had interacted in as a seller (modwantitirmation being
leaked, all anonymity requirements are preserved).

Finally, we would like to get rid of the bank, which in our sohe is trusted
to maintain reputation balances correctly (though noti&disrom the privacy
perspective). A fully decentralized scheme would elingrgihgle points of fail-
ure, and would be more in keeping with a widespread, anongnpaer-to-peer
network. Note that this would require two significant chagasing a digi-
tal cash scheme that does not require a central bank, ansirdggome other
mechanism for inflation resistance.
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A An Example of Scheme Instantiation

In this section we give a specific instantiation of our schewlgere we make
use of the anonymous credential system by Camenisch ancihgkgya [6]
(denoted byCL), the e-cash scheme by Camenisch et al. [5] (denotedHdy),
and the blind signature scheme by Okamoto [20] (denote@ky We do so
in order to present a concrete and efficient constructionifwkide the effi-
ciency analysis, relying on that of the underlying primgsy with each of the
operations).

Setup(l®).
Bank B does the setup as follows:

- B executesCHL.BKeygen(1¥) to generate an e-cash key paikfs, sk<),

and pUbIIShe$keBc = (QEC7 gecygec)-
- B execute©k.KeyGen(1¥) to generate a blind signature key paikf, skb

and publishepk®.

- For each reputation grou@; (1 < i < k), B execute<CL.OKeyGen(1¥) to
generate the anonymous credential system key(p&jf’, sk3;") for G;, and
publishespk?" = (nac;, Gac;, bac; > dac;, Gac; » Mac; )

- B creates a cyclic groups, = (g,) of orderp = ©(2*) where the DDH
assumption holds. This algebraic group is used for pseudaygneration on
the peer’s side.

On the peers’ side, each pdéexecutesCHL.UKeyGen(1F) to obtain pky,
sky) = (g2¥, xyr), and publishepky;. Note thatry will be used as the master
secret key ot/ in the anonymous credential system (and this discrete-dsgd
key is a reasonable choice for a more general PKI key as well).

Operations.

1. Generation of PseudonymEach peer generates his pseudonyms locally us-
ing G,. Specifically, he chooses a random numbee Z, and computey,:.

The valueg;’ is considered a pseudony% of peerU.

2. RepCoin Withdrawal.A peer U executesCHL.Withdraw with Bank, and

obtains a walletV of 2% repcoins. This procedure takeg1) exponentiations
andO(1) rounds.

3. Reputation Award.A pseudonympP;; gives a repcoin taP,; by executing
CHL.Spend with P,,. This procedure also tak€x 1) exponentiations and (1)
rounds.

4. Reputation Update.

4.1 Obtaining Blind Permission. A pseudonymP,; and BankB partici-
pate inCHL.Deposit protocol, which take$)(1) exponentiations an®(1)



rounds. IfCHL.Deposit accepts,Py; acquires the blind permissionts =
Ok.Sign(sk%S, Tperm) Wherer,.., is a random message. Obtaining the blind
permission takeg)(1) exponentiations ant (1) rounds.

4.2 Deposit of the Blind Permission. M (the owner ofPy,) SendSJ'%S to B.

B checks if the permissiofrpe,m, 0%5) is fresh; if so, it increases!’s repu-
tation value. This procedure takeg1) exponentiations an@(1) rounds.

5. Reputation Demonstratiorsuppose that a pseudony?y asksP,, to demon-
strate its reputation level, and thaf (the owner ofP,,) wants to show ta?;
that it belongs td+;, i.e., his reputation is at least at levgl

- Obtaining a nym under GG;. M contacts Banl and execute€L.FormNym
with respect ta7;8. Let N Jl;'[ be the nym thad/ obtained from this procedure.
Note thatV ]lw is of the form:g3¥ - hy.. This takesD(1) exponentiations and

O(1) rounds.
- Obtaining a credential for G;. M contactsB, and he send® the message

(pknrr, N ]lw) Then,M executes withB a zero-knowledge proof of knowledge

PK{(a, ) : pkar = g&, Nby = g%, - by }.°

This takesO(1) exponentiations an@(1) rounds.

Now, B verifies the proof. If the proof is verified so th&f is eligible for a
credential of the groufy;, B executes th€L.GrantCred (protocol4) with re-
spect to;. Let Cj, be the output credential. This take$1) exponentiations

andO(1) rounds.
- Showing reputation using the credential. Pj; contactsP; and executes

CL.VerifyCred (protocol3) with respect toG; to prove that owner ofPy,
has a credential for the group;. This takesO(1) exponentiations an@(1)
rounds.

8 We use bothprotocoll and protocol6 of [6] instead of justprotocoll to ensure the non-
transferability of credentials.

® This proof can be parsed as “I know the exponerstnd 5 that was used in generating:a;
anlelj,”. See [7, 6] for more detail. The proof can be regarded as Hreatication procedure.



