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Abstract— Bionic underwater robots have demonstrated their
superiority in many applications. Yet, training their intelligence
for a variety of tasks that mimic the behavior of underwater
creatures poses a number of challenges in practice, mainly due
to lack of a large amount of available training data as well
as the high cost in real physical environment. Alternatively,
simulation has been considered as a viable and important
tool for acquiring datasets in different environments, but it
mostly targeted rigid and soft body systems. There is currently
dearth of work for more complex fluid systems interacting with
immersed solids that can be efficiently and accurately simulated
for robot training purposes. In this paper, we propose a new
platform called “FishGym”, which can be used to train fish-
like underwater robots. The framework consists of a robotic
fish modeling module using articulated body with skinning, a
GPU-based high-performance localized two-way coupled fluid-
structure interaction simulation module that handles both
finite and infinitely large domains, as well as a reinforcement
learning module. We leveraged existing training methods with
adaptations to underwater fish-like robots and obtained learned
control policies for multiple benchmark tasks. The training
results are demonstrated with reasonable motion trajectories,
with comparisons and analyses to empirical models as well as
known real fish swimming behaviors to highlight the advantages
of the proposed platform.

I. INTRODUCTION

Bio-inspired underwater robots often demonstrate strong
maneuverability, propulsion efficiency, and deceptive visual
appearance. These advantages have motivated a set of
academic studies on bio-inspired soft robots and biomimetric
fish-like robots in the past years [1]–[3]. It also opens up some
important applications, such as marine education, navigation
and rescue, seabed exploration, scientific surveying, etc. [4]–
[8]. However, due to lack of sufficient datasets and high
physical cost, training their intelligent behaviors in real
environments that at least mimic the bionic creatures or even
exceed their capabilities in accomplishing complex tasks is
still quite challenging.

Alternatively, simulation has been considered as a viable
and important tool for acquiring a large number of datasets in
different scenarios [9]–[12]. Most of the currently available
simulators for robot training mainly target rigid and soft body
systems [13]–[15]. Existing simulators for fluid environment
are either highly inaccurate (e.g., based on an empirical
model [16]), too restrictive to support different agents or
environments [17]–[19], or expensive to generate a large
amount of training data [19], [20]. There is currently a dearth
of simulation platform which is able to provide a versatile,
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Fig. 1. Two-fish schooling behaviors. With the empirical model (1st row),
the follower fish always stays in the same line as the leader fish. However,
with our physical simulator (2nd row), the follower fish can utilize the wake
vortex ring (blue) and gradually pass through the vortex ring to preserve
energy. This motion behavior cannot be acquired through a simple empirical
model, highlighting the advantages of the proposed FishGym platform.

efficient yet accurate results that could be used for training
control policies of underwater robots.

We propose FishGym1, a high-performance simulation
platform targeting the two-way interaction dynamics be-
tween fish-like underwater robots and the surrounding fluid
environment. The robots are modeled by the skeletons of
arbitrary topology with surface skinning, whose motion is
driven by the articulated rigid body dynamics [21], while
the fluid-structure interaction is achieved using a recently
proposed GPU-optimized lattice Boltzmann solver [22], [23],
where immersed boundary method [24], [25] is employed
for efficient two-way coupling. To support simulations in a
local fluid domain around the robot to enable training in an
infinitely large physical domain, we propose a modification of
the original lattice Boltzmann solver that enables simulations
in a local frame of reference with acceleration, with higher
flexibility in acquiring various training environments. The
whole simulation module is then coupled with a reinforcement
learning module implemented using PyTorch [26], [27].

To demonstrate the capability of the proposed simulator,
we evaluated existing reinforcement learning algorithm with
reward functions and training procedures tailored for underwa-
ter robots. We compare the learned control policies with that
from the empirical model on several underwater planning and
control tasks to assess the feasibility and advantages of our
framework. Analyses on the emerged behaviors also indicate
consistency with previous studies on fish motion in nature.
In summary, we have made the following contributions to
training bionic underwater robots:
• A GPU-accelerated lattice Boltzmann solver that enables

1https://github.com/fish-gym/gym-fish



high-performance fluid-structure interaction in a local
moving frame of reference to allow robot swimming in
an infinitely large domain;

• A high-performance simulation platform to help explore
training bionic underwater robots;

• A learning algorithm tailored for bionic under-water
robots that is able to acquire natural and efficient control
policies for swimming;

• A collection of benchmark tasks for underwater robot
to evaluate and compare different learning methods and
control policies.

II. RELATED WORK

We herein review the relevant work in the literature for
both simulation and learning algorithms before we dig into
the details of our whole framework.

A. Simulation environments in robotics

Robot training can be achieved following OpenAI
Gym [28], which is an open-source robot learning framework
with general definitions, and can be implemented for training
a variety of robots with different environments. However, both
the simulator and learning framework should be provided
separately. At present, the most commonly used physics
simulators in robot are based on rigid-body, soft-body and
cloth dynamics [13], [15]. In particular, for articulated rigid
body systems, DART [14] can be a good choice.

Fluid environment was traditionally provided by solving
Nävier-Stoke (NS) equation coupled with a rigid body simula-
tor [29]; but efficiency limited their application especially for
vortical flows. Recently, a new simulation environment for
underwater soft-body creatures appeared relying on the finite-
element method and projection dynamics [30]; however, its
choice of empirical formula [16] on hydrodynamics makes it
impossible to create complex flow environment involving
vortices and turbulence. The same issue also applies to
some marine vehicle simulators [31], [32] based on Fossen
model [33]. Very recently, Gan et al. [34] proposed a fluid
environment, but only for limited tasks and accuracy.

There is lack of versatile and efficient yet accurate fluid
simulation environment upon which more general underwater
robot training can be performed, and our proposed “FishGym”
tries to fill the gap by providing highly efficient GPU-based
simulator for two-way coupled fluid-structure interaction.
There are also some learning frameworks that can be used
based on OpenAI Gym, e.g., rllib [35], Coach [36] and
stable-baselines3 [26], and we adopted “stable-baselines3”
for training our fish-like underwater robots.

B. Fluid-structure interaction

Fluid simulation has been studied for decades. Two
different fields have intensively progressed its development. In
computational fluid dynamics (CFD), fluid simulation mostly
targets accuracy, and a set of fluid solvers are available, from
finite difference [37]–[39], to finite volume [40]–[42], as well
as to finite elements [43]–[45]. These algorithms are typically
very expensive, which are difficult for training underwater

robots. In computer graphics (CG), fluid simulation concerns
efficiency more than accuracy, and a large number of more
efficient yet less accurate solvers were proposed [46]–[52].
However, even though GPU acceleration has been used in
some of these solvers, efficiency is still not high enough.
When rigid body dynamics is coupled for fluid-structure
interaction [53]–[55], the efficiency can be even lower.

In recent years, lattice Boltzmann method (LBM) has
been considered as a very promising alternative to traditional
fluid solvers [56]–[60], exhibiting excellent efficiency and
accuracy (usually an order of magnitude faster than the NS
counterpart with comparable accuracy on GPU). Its pure local
dynamics without solving global equations greatly benefits
the highly parallel implementation [23], [59], [60]. When
LBM is coupled with immersed boundary (IB) method [60],
it can be easily used to simulate two-way coupled fluid-
structure interaction. In particular, Chen et al. [23] proposed
a GPU-optimized implementation of IB-LBM, which provides
a super-efficient solver for fluid-structure interaction, making
the originally expensive fluid simulation now affordable for
robot training purposes. Our proposed platform is based on
such a solver, with modifications to allow it for simulating
fish dynamics in a local moving domain for higher flexibility,
which is not supported in any previous works.

C. Reinforcement learning for robot control

Reinfocement learning (RL) is a branch of machine learning
which aims to train agents using data collected through
interaction with the surrounding environment. For real world
problems in robotics, model-free RL algorithms are often
used [61]. There are two main approaches of model-free
RL: policy optimization and Q-learning. Policy optimization
algorithms, like PPO [62] and A2C/A3C [63], are stable but
sample-inefficient. Q-learning methods, like DQN [64] and
C51 [65], are more sample-efficient but less stable. Both
of them have wide applications. For example, PPO was
used in multi-robot collision avoidance task [66], bipedal
robot locomotion [67] etc. DQN also proves to work well
on a certain type of tasks in real robots [68]–[70]. Recently,
SAC [71] emerges to combine the strengths of the above
two main approaches and has proved its capability in real
robot problems like Dexterous manipulation [72], mobile
robot navigation [73], robot arm control [74], multi-legged
robot [75], etc. Due to its sample efficiency and wide
applications, we adopt SAC in this paper.

III. FISHGYM FRAMEWORK

Our physics-based robot learning framework consists of
three components: 1) the robot model for which we focus
on fish-like robots, 2) the simulation method for predicting
fluid-robot interaction, and 3) the robot learning method that
leverages our simulation method. We now present their details.

A. Robot model

Motivated by the anatomy of the fish structure, we model a
fish robot’s locomotion by its skeletal structure, that is, bones
connected by joints. Covering the skeleton are flesh and skin.



Fig. 2. Illustration of modeled fishes with different skeletons and skins,
where the number of joints, the length of each skeleton edge as well as the
topology of the skeleton can vary for different types of fishes.

Provided a skeleton configuration (e.g., with a certain set of
joint angles), we use linear blend skinning [76] to determine
the fish’s surface shape. In our fluid-robot simulation, the fish
surface is assumed to be inelastic, and the flesh is treated
as a rigid body under the current skeleton configuration.
We make this assumption for the sake of computational
efficiency. By changing its joint angles, a fish robot can
adjust its skeleton pose, which in turn determines its surface
shape. Three examples of fish robots with different skeletal
structures are shown in Fig. 2.

The bone skeleton is driven by the articulated rigid body
dynamics [21]:

M(q)q̈ + C(q, q̇) = τint + τext, (1)
where q, q̇ and q̈ are respectively the vectors of generalized
positions, velocities and accelerations of all joints. M(q) is
the mass matrix, and C(q, q̇) accounts for the Coriolis and
centrifugal forces; details of these forces will be described
shortly. τint and τext are the vectors representing the gener-
alized internal forces (including the spring forces on joints
to enable elasticity, damping forces due to velocities, friction
forces, as well as the actuation given by the controller) and
the generalized external forces (caused by gravity, possible
collisions and the surrounding fluids) exerted on the multi-
body system. We employ DART [14] to solve the above
multi-body system, and for each time step, we control the
bone shape by applying generalized actuation forces on joints.
The skin surface is achieved by employing linear blending
method proposed by [76].

B. GPU-accelerated localized fluid-structure interaction

There exist many simulation methods that may predict fluid-
robot interaction [53]–[55]. These methods, however, require
a fixed simulation domain, inside which the underwater robot
moves. When the simulation domain is large, simulation
is costly. To reduce the cost, we assume that the fluid
further away from the robot by a certain distance will not
influence the robot motion. Thereby, we can fix the size of
the simulation domain centered around the fish robot and
allow the domain to move along with the fish. This setup
allows the fish robot to move in an infinite spatial domain
while keeping the simulation domain limited. But then, to
capture fluid dynamics correctly, we need to simulate fluid-
structure interaction in a moving frame of reference. Being
able to swim in an infinitely large domain is very important
for training fish-like underwater robots; Also crucial is the
simulation performance, as training the learning algorithm
will often run fluid simulations many times (see Section III-C).
We tackle both problems next.

Fig. 3. Comparison between fluid-structure interaction in a global static
fluid domain (left) and the non-inertial counterpart in a moving local fluid
domain (right), indicating the closeness of the paths with a known policy.

1) Formulation: Fluid in a fixed frame of reference is
often governed by the following NS equation:

∂u

∂t
+ (u · ∇)u = −1

ρ
∇p+ ν∇2u + F, (2)

where ρ, u, p and F represent the density, velocity, pressure
and external force fields, and ν is the kinematic viscosity. This
equation cannot be used to solve flows in a moving frame of
reference around the fish, which should be reformulated in a
frame of reference with acceleration. According to [77], by
transforming with time-dependent relative translation p and
rotation r (represented as Euler angles) between consecutive
frames, the NS equation in an accelerating frame of reference
results in an additional virtual force added to the system:

Fni = −p̈− r̈× x′ − ṙ× (ṙ× x′)− 2ṙ× u′, (3)
where all the physical quantities are measured in a moving
frame of reference. In case of any immersed solid, e.g., the
swimming robot, we apply Neumann boundary condition (i.e.,
slipping) as an approximation.

2) Simulation: To simulate the above dynamics in an
efficient manner, we discard the traditional NS solver; instead,
we employ a GPU-optimized LBM solver with immersed
boundary (IB) method [60] for fluid-structure interaction,
whose high efficiency has been demonstrated. The fish-like
robot surface is uniformly sampled before simulation, and the
external virtual force due to acceleration can be added into
the system very easily. The difficulty we need to address is
the domain boundary, which in theory should be set according
the large-domain simulation. However, in practice, we do not
know the exact values of the domain boundary, and when fish
moves with different velocities and accelerations, the flow can
go into and outside from any portion of the domain boundary.
Thus, we need a domain boundary treatment which can adapt
to this situation, and through a set of experiments, we found
that the method described in [78] satisfy this requirement and
has been employed in our IB-LB simulation. Fig. 3 compares
the accuracy between a full global fluid domain simulation
(left) where we directly use IB-LB method in [60] and the
proposed localized fluid-structure interaction (right). Both
methods produce nearly identical robot motion trajectories.

C. Reinforcement learning for fish-like robot control

Due to complex fish dynamic model, the control of fish-
like robot swimming cannot be simply achieved by a model-
based controller. In addition, since the control input is usually
high-dimensional and cannot be fully decoupled, the PID



controller cannot be used either. Thus, reinforcement learning
(RL) is a common choice to train complex control policies
for swimming. In this paper, we propose four benchmark
tasks that will be trained using RL in order to demonstrate
the power of the new simulator together with the learning
algorithms. These benchmark tasks are:

• Cruising. The robot fish tries to swim to reach a given
target location that is a distant away from the robot.

• Pose control. A robot fish tries to control its pose in
order to make a U-turn.

• Two-fish schooling. A robot fish follows a leader fish
as closely as possible, where the leader fish is controlled
to swim in a straight path.

• Path following. A robot fish follows a given arbitrary
path as closely and efficiently as possible.

In RL, an agent learns a policy for a specific task through
repeated interaction with the environment. Given a state si,
the RL tries to learn a parametric policy πθ , which is usually
represented by a fully-connected neural network, to produce
an action ai; The action can be taken by the agent to transit to
the next state si+1, where a reward ri is evaluated. The agent
iterates transitions until it satisfies one of the exit conditions,
e.g., finite time horizon, or success/failure of a given task.
A parametric policy πθ is learned by finding the optimal
parameters θ∗ that maximize the expected return:

J(θ) = Eτ∼pθ(τ)

[
T∑
t=0

γtrt

]
, (4)

where T is the maximum number of control time steps, γ
is the discounting factor, and τ is the sampled trajectory
containing a sequence of states and actions, i.e., τ =
(s0, a0, s1, a1, ..., si, ai, ..., st, at). The policy learning can be
achieved in two different ways. Depending on the available
resources, we can sample the trajectories from one single
task, or from multiple tasks to learn a global policy. However,
if the variety of tasks is large, it is time consuming especially
when the simulator is not fast enough. On the other hand, if
the tasks can be subdivided into small and simple sub-tasks,
we can gather all these sub-tasks together and sample from
them to learn a local policy, which is expected to be much
more generalizable given a relatively small training set, and
could be affordable for limited resources. We adopt both
approaches to train different tasks.

In the following, we specify in detail the specific designs
on how we train these benchmark tasks.

a) State: For all benchmark tasks, we consider the
following state variable:

s = (sd, sp, sr, stask),

where sd = (q, q̇) contains the dynamic states, with q the
vector of generalized joint positions, and q̇ is the vector of
generalized joint velocities; sp = (p, ṗ) contains translation,
where p is the relative translation vector between simulation
time steps, and ṗ is the relative velocity vector; sr = r
contains rotation (Euler angles); and stask contains task-
specific states. In practice, to reduce input dimension, all
state variables are expressed in a local coordinate system.

TABLE I
WEIGHTS USED IN THE REWARD OF EACH TASK

wv wp wr we wtask

Cruising 1 0 0.2 0.5 0
Pose Control 0 0 1 0 0

Two Fish Schooling 0 1 0 0.1 0
Path Following 1 0 0 0.5 1

b) Action: For all benchmark tasks, the action can be
generally defined as:

a = (σ,∆v),

where σ is the vector containing the actuation forces applied
to the joints, and ∆v is the change of the bladder’s volume
inside the robot fish, which controls buoyancy to enable going
up and down in a fluid.

c) Reward: The reward for training all benchmark tasks
can also be written in a general mathematical form as:

r = wprp + wvrv + wrrr + were + wtaskrtask,

where rp = exp(−‖p‖2) and rv = ‖ṗ‖2 drive the robot
towards its target position and velocity as fast as possible;
rr = 1 − ‖r‖2 drives the robot towards its target rotation
(pose); re = ‖τ‖2 measures the effort exhausted during the
swimming; rtask is a task-specific reward, which will be spec-
ified later; and wp, wv, wr, we, wtask are the corresponding
weights for different components in the reward. The weights
for each benchmark task are listed in Table. I. Our proposed
four benchmark tasks are trained using either global or local
policy learning approaches we described.

d) Global policy learning: For cruising, pose control
and two-fish schooling tasks, we use global policy learning
with a single input task, meaning that we train robot fish
separately for each task, where rtask = 0. Fig. 5 shows
the snapshots of the swimming results, where the first two
rows show cruising inside a shallow and a deep fluid; the
third row shows the pose control for U-turn, and the fourth
row shows the two-fish schooling result, which has not been
demonstrated in previous works.

Fig. 4. Illustration of local policy training for arbitrary path following.
Left: a local target is sampled given a random d and θ; right: when applying
learned policy for path following, we always select a local target ahead on
the desired path, which changes for each time step.

e) Local policy learning: Training robot fish following
an arbitrarily long path is more difficult, and global policy
learning could be resource demanding and time consuming. To
make the training easier while also retaining generalizability,
we use local policy learning instead. In fact, following an
arbitrarily long path can be viewed as following a sequence
of short and straight local paths along nearly the tangent
direction of the global path given a robot location, greatly
simplifying the training process. During training, we randomly
sample local paths (parameterized by (d, θ), see Fig. 4 (left),
where d is the distance to the local path and θ is the angle
to the target; note that we restrict the robot fish to swim in



Fig. 5. The control results for benchmark tasks using our trained policies
and two-way coupled fluid-structure interaction solver. Top row: cruising in
a shallow fluid; second row: cruising in a deep fluid (with buoyancy control);
third row: pose control with a U-turn; fourth row: two-fish schooling; bottom
row: path following with an arbitrarily specified path.

a horizontal 3D plane) and form a set of trajectories that
are representative of the local conditions of a global path;
then we can train the local policy once and apply it to any
specified path at any time step, similar in idea to [79]. In
our local policy learning, the task specific state is defined as
stask = d, and the task specific reward rtask is:

rtask = ‖ḋ‖2 + exp(−‖d‖2), (5)
which encourages fast and stable convergence to the local
path. Here, d is a vector containing relative distance to the
path. The training is initialized randomly by the technique
proposed in [80], and on each trial, random initial velocity is
enforced on the robot fish and random angles and velocities
are set on the joints. Once learned, we apply the policy every
some time steps based on the input state and a local target
location that is 0.5m ahead on the local path, see Fig. 4
(right), and Fig. 5 (bottom) shows a path following result.

IV. PLATFORM AND EVALUATION

In the following, we first describe our setup on simulation
and evaluate our fluid simulation platform with our learning
algorithms for robot fish swimming in multiple aspects.

A. Platform setup

a) Simulation: In most our training tasks, all the fish
robots have a density of 1080kg/m3, and we used local non-
inertial fluid-structure interaction solver for simulating robot
fish dynamics, with a grid resolution of 100× 100× 100 and
a physical time step of 0.004s. The solver costs around 3.5

seconds for simulating one physical second on an NVidia
TitanXp GPU with 12G memory. For two-fish schooling,
we extended the local domain horizontally to simultaneously
include two fishes, with a grid resolution of 150× 50× 100
and the same physical time step, which costs around 4 seconds
for simulating one physical second on the same GPU.

b) Training: The policy network consists of two layers,
each containing 256 units, with an ReLU activation function.
For each task, the policy is trained using SAC [71]. We
train each policy for a total of 2000 simulation rollouts, each
of which contains 50 time steps, where a candidate policy
executes a new action at each time step. We train the policy
network with a batch size of 256. The model parameters are
updated for each step, and one gradient step is performed
after each rollout. We train all policies on a machine with
an NVidia TitanXP GPU, and the training process usually
starts to converge after 6 hours (1000 episodes), and have a
smooth convergence within 10 hours. The training could be
several times faster if we use the most state-of-the-art GPUs,
such as NVidia GeForce RTX3090.

B. Comparison for different types of robot fishes

Our platform can support robot fishes designed with
different skeleton connectivity and skin shapes. Fig. 6 shows
the training results for three types of robot fishes swimming
along an arbitrarily given path. The average distances from
the path (around 7 meters long) are as close as 0.03m, 0.05m,
0.08m, respectively, indicating the capability of our platform
in supporting a variety of robot fishes.

C. Comparison for different simulation models

In the literature, a simple empirical model was proposed as
the simulator for robot fish swimming [16], which has been
used until now [30], [81], [82]. It models the instantaneous
force on the surface of the robot due to viscous fluid as:

F = −k
∫
S

(n · v)nds, (6)

where n is the unit outward normal; v is the relative velocity
between the surface and the fluid (since there is no fluid
simulation, the fluid velocity is assumed to be zero), and k
is a constant manually tuned for different robot fishes and
the surrounding fluids. Note that for a specific system, k can
only be determined either by real measurement data or from
other physically more accurate simulators.

To examine the similarity and difference between the
empirical model and our physical simulator for robot fish
swimming, we conduct two test cases with analyses below.

a) Path following: Path following is a primitive task for
robot control. Here, we compare the similarity and difference
of path following using an empirical model and our physical
simulator. Since there is no clue on how to tune the parameter
k in an empirical model, we arbitrarily choose one and learn
a policy.

Fig. 7 (left) shows the control result, indicating serious
drifting when turning, while our physical simulator does not
require any parameter turning (we directly specify the physical
parameter for the fluid as ρ=1000kg/m3 and ν=0.00089m2/s



Fig. 6. Different types of robot fishes trained using local policy learning
for arbitrary path following. Top: koi robot fish; middle: flatfish robot fish
with a different skeleton topology (with branching during modeling); bottom:
eel robot fish with a long concatenated skeleton.

Fig. 7. Comparison for path following using (left) empirical model with an
arbitrarily chosen parameter and (right) our physical simulator. Note that due
to improper boundary force, serious drifting happens for empirical model
when turning. The numbers indicate the order during path following.

with a zero-velocity initialization to match that used in the
empirical model), leading to a reasonable path following
result as shown in Fig. 7 (right). Note that the mean path
deviation for the empirical model with an arbitrary parameter
is as large as 0.5m, while our physical simulator only has
a mean path deviation of 0.03m. The empirical model can
be much improved if we collect data from our simulator
and fit the parameter k, leading to a very similar result in a
static fluid environment but runs much faster. However, in
some cases where we cannot assume static fluid background,
empirical model can completely fail no matter how we fit the
parameter k, and we demonstrate this case in the following
two-fish schooling task.

b) Two-fish schooling: Fish schooling describes a com-
mon phenomenon where fishes tend to swim in a group and
one fish follows the other. It has been revealed by scientists
that due to the vortex ring generated behind the leader fish, the
follower fish tries to utilize the vortex ring to reduce drag and
pass through it in order to catch up with the leader fish more
efficiently [19], [20]. We demonstrate this behavior in Fig. 1
(bottom row). Due to more accurate modeling to capture
complex fluid flows, the training can successfully obtain a
policy that utilizes the vortex ring, see Fig. 1 (bottom), while
empirical model, on the other hand, fails to learn such a
policy due to lack of a real fluid-structure interaction.

Fig. 8. Control behaviors of a koi-like robot fish for different fluid densities.
Top: ρ = 1000; bottom: ρ = 10.

D. Comparison for different fluid settings
In contrast to the empirical model, our simulator can freely

set physical parameters, leading to different control behaviors
for a trained robot fish. Here, we change the fluid density
(with a higher density ρ = 1000 and a lower density ρ = 10,
see Fig. 8) for simulation and train with the same learning
parameters to achieve a cruising task. It is observed that the
robot fish in a higher density fluid seems to move with less
swing amplitude, while the one in a lower density fluid has a
larger swing amplitude to generate greater propulsion force,
which is consistent with the physical expectations.

E. Effects of reward weighting
In this experiment we investigate effects of different reward

weighting. Table II summarizes the total energy cost by
varying weights wv and we in the cruising task, where
wv encourages fish to reach the target position while we
encourages fish to save its energy. A good balance between
energy preservation and the time to accomplish the task can
be made, e.g., wv = 1.0 and we = 0.5.

TABLE II
IMPACT OF OF WEIGHTS IN THE REWARD

wv we Total Energy Cost Total Time (sec.)
0.00 1.00 0.0413 10.0
0.20 1.00 12.354 5.2
1.00 1.00 15.046 4.6
1.00 0.50 17.705 4.2
1.00 0.00 40.969 4.2

V. CONCLUSION

In this paper, we propose a new open-to-use simulation
platform for training underwater fish-like robots. The whole
platform consists of a new modeling for fish-like underwater
robot, a GPU-based non-inertial high-performance fluid-
structure interaction solver (as a training environment), and
reinforcement learning algorithms with both global and local
policy learning. Four different benchmark tasks were proposed
and trained with our platform, with expected results. We
compared and analyzed the new training platform in terms of
different results in multiple aspects to evaluate the advantages.

There are also some limitations. First, the fish model is a
reduced model that may deviate from the real robot design,
and is now hence difficult to directly transfer to a real robot
once learned. Second, since we use local simulation, the
platform is unable to training fish robot with a more complex
external environment, e.g., a large vortex. Finally, the grid
resolution around the fish is not fine enough (otherwise, it
will become very slow for training), and the accuracy is not
sufficiently high. Supporting simulation in more complex fluid
environment and developing more efficient training method
with higher accuracy deserve our future work.
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