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Overview
Applying float point 16 modified 
VGG11 network on the de1-Soc.



Neural Network Architecture
VGG11 Network in pytorch.

When forwarding, conv2d, pooling and 
Relu are applied.



Neural Network Architecture
Architecture of the VGG11 provided 
by the pytorch official

Modify the classification class from 
1000 to 10 and input image size from 
224 by 224 to 32 by 32.



Software system

Trained 
modified 
VGG11

Half the model 
to get fp16 
model

Load figure 
weight and bias 
on HPS

Save the 
parameters as 
an image

         FPGA

Send feature map and weight bia to FPGA

Send back calculated feature map to HPS

Calculate fully 
Connected layer Classification Result



Float point 16
Not using float point 32 due to 
the memory limitation.

Not using integer 8 due to the 
loss of the accuracy and dynamic 
bias.



Conv2d: an example
An example of conv2d 
with in channel equal 
to 3 and out channel 
equal to 4, with a 3 by 
3 kernel and no zero 
padding. 



Operators in HPS: Maxpooling, Relu, adaptive avg pooling
Relu only need to check the first bit of a fp16 pixel.

All the max pooling 2d in VGG11 is 2 by 2 with a stride of 2. Since we are 
using float point 16 to represent the feature map and pooling is after Relu, 
the comparison could only the exponent part.

Adaptive average pooling is a pytorch unique method, in the structure 
provided by the official, is simply expand (1,1) to (7,7)



System Design

The figure below is the weight and bias for the conv2d part. Each float16 is 
divided into 2 uint8 and the figure’s size is 1280 by 14407.



Hardware System
HPS store and retrieve data 
through SDRAM

HPS
Program

SDRAM
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HPS connects to DMA Controller 
through light-weight AXI bridge



Hardware System
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Data loaded onto FPGA through 
DMA controller and avalon 
memory-mapped slave

DMA Controller reads data from 
SDRAM into FPGA’s OCM through 
AXI Bus
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FPGA implements circuits to 
perform arithmetic operations 
for convolution
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Data sent back through another 
set of OCM -> DMA -> SDRAM



Version 1: 472us
Loading 32*32: 40us

Computation: 390us

Sending 32*32: 40us



Version 1 - Not synthesizable
Loading 32*32: 40us

Computation: 390us

Sending 32*32: 40us



Version 1 



Version 1 



Time Consumption: 840us



Utilization



Challenges
1. Huge feature map size. Although using vgg11 instead of vgg16, most 

layers’ feature map size is over the limit of the on chip memory.
2. Float point 16 multiplication and addition are slow.
3. Debugging needs a lot of test bench code.



Future Work
1. Add more floating point calculation module to parallelize the process.
2. Make the AXI buffer to the largest size to reduce the times of 

transmission.
3. Try to build int8 neural network instead of the fp16.


