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ABSTRACT

Privacy has become an issue of increasing importance in
today’s world of networked computing, mobile devices, em-
bedded computing, and large-scale data analysis. This work
describes several privacy solutions and challenges.

1 INTRODUCTION

As computing technology has advanced, personal data is in-
creasingly used and collected at a previously unimaginable
scale. These technologies have many positive benefits, but
also result in potential privacy concerns and privacy breaches.
There is a large body of research in the computer science
community and elsewhere seeking to understand privacy and
the nature of the privacy problem, put it on firm theoreti-
cal grounding, and provide customizable and usable privacy
solutions. This keynote talk will highlight a few of these
contributions.

2 DP-WHERE: DIFFERENTIALLY
PRIVATE MODELING OF HUMAN
MOBILITY

The work described in this section is collaborative work
with Darakhshan Mir, Sibren Isaacman, Ramón Cáceres, and
Margaret Martonosi [5].

Models of human mobility have wide applicability to in-
frastructure and resource planning, analysis of infectious
disease dynamics, ecology, and more. The abundance of spa-
tiotemporal data from cellular telephone networks affords new
opportunities to construct such models. Furthermore, such
data can be gathered with greater detail at larger scale and
lower cost than traditional methods, such as census surveys.

While human mobility models have the potential for great
societal benefits, privacy concerns regarding their use of
individuals’ location data have inhibited their release and
wider use. Our work on DP-WHERE enables the creation
of human mobility models in a privacy sensitive manner.
Specifically, prior work introduced and validated the WHERE
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(Work and Home Extracted REgions) approach to mobility
modeling [3]. WHERE aggregates and distills cellphone Call
Detail Records (CDRs) to form a mobility model that can
be used to characterize a city’s commute patterns and enable
the exploration of what-if scenarios regarding changes in
residential density, telecommuting popularity, etc.
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Figure 1: Overview of DP-WHERE, which modifies

WHERE by adding noise to achieve differentially private
versions of the input probability distributions. The rest

of WHERE remains unchanged.

Our work introduced DP-WHERE, a differentially private
version of WHERE. DP-WHERE satisfies the rigorous re-
quirements of differential privacy while retaining WHERE’s
usefulness for predicting movement of human populations
in metropolitan areas. Differential privacy [2] makes privacy
a mathematical requirement on the results of interactions
with data. In particular, differential privacy captures the
intuition that, in order to provide privacy to individuals,
the results of an interaction with a database should be al-
most the same whether or not any particular individual is
present in a database. This is a strong notion of privacy
that makes no assumptions about the power or background
knowledge of a potential adversary, and that is beginning to
see practical adoption. Our work demonstrates the value of
a multi-pronged approach to privacy: Our model starts with
attributes (such as sampling and aggregation) that make it
intrinsically well suited to offering some intuitive degree of
privacy. We subsequently modify the steps of the modeling
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algorithm to rigorously implement differential privacy, with
the results obtaining a reasonable privacy/utility tradeoff
because of the earlier sampling and aggregation steps.

DP-WHERE achieves differential privacy by adding con-
trolled noise to the set of empirical probability distributions
that WHERE uses, for example distributions of home and
work locations. DP-WHERE then proceeds identically to
WHERE by systematically sampling these distributions to
generate synthetic CDRs containing synthetic locations and
associated times, as shown in Figure 1. Because none of these
sampling steps require further access to the original CDRs,
it would be possible for the data holder to release the noisy
distributions while retaining differential privacy. Among pos-
sible uses, these distributions would allow others to produce
their own synthetic CDR traces for any desired population
size, time duration, or other parameters.

Our experiments show that differential privacy can be
achieved with only a modest reduction in accuracy. In par-
ticular, across a wide array of experiments involving 10,000
synthetic users moving across more than 14,000 square miles,
the distance between synthetic and real population density
distributions for DP-WHERE differed by only 0.17–2.2 miles
from those of WHERE. An example comparison of popu-
lation densities for WHERE and DP-WHERE is shown in
Figure 2.

Overall, our work shows that modest revisions to a mobility
model drawn from real-world and large-scale location data
allow for rigorous demonstrations of its privacy without overly
compromising its utility. We believe that this demonstrates
reason for optimism regarding the judicious use of large data
repositories of potentially sensitive information.

Figure 2: WHERE and DP-WHERE results.

3 SIDE CHANNELS IN FACEBOOK

The work described in this section is collaborative work with
Sai Lu and Janne Lindqvist [4].

Over the course of the last decade, Facebook has become
an incredibly popular social networking site, reporting around
a billion visitors monthly. Like any social networking site,
Facebook’s design decisions have implications about what
is shared, what is not shared, and how much control users
have about such sharing. We carried out a systematic analy-
sis of side channels in Facebook—that is, channels that can
reveal privacy-sensitive information to users through indirect

Figure 3: An example of a side channel in Facebook.
There are only three photos displayed. In contrast,
Facebook lists that there are four photos in this
photo album. Users viewing this can infer that one
photo has been blocked from them by the user who
posted these photos.

mechanisms. While these side channels may not be partic-
ularly surprising to the security research community, they
still represent potential threats to Facebook users, depending
on user expectations and attitudes. We surveyed Facebook
users to determine user expectations and attitudes, includ-
ing whether users are aware of these channels, and whether
there are privacy objections to the channels to those aware.
We found that many users are unaware of the side channels
and express surprise at finding out about the side channels.
Among users who were aware of them, some users express
concerns while others did not. Based on these results, we also
identified design implications for social network sites that
wish to provide users with more control over such choices. In
our work, we focus on information that is shared via “side
channels.” Analogous to side channels in other computer
systems and applications, such as storage channels, timing
channels, and power consumption channels, a side channel is
an information channel that is secondary or incidental to the
intended communication channel but that can convey addi-
tional information. An example of a side channel in Facebook
is associated with the number of images in a Facebook photo
album, as depicted in Figure 3. Users are allowed to share
their photos on Facebook, but also are able to limit who can
view them. However, the true count of photos is still shown.
In the case shown in the figure, Facebook lists a total of four
photos for this photo album but shows only three different
photos. Rhe viewer could infer from this that he or she is
blocked from viewing one photo.

In our study [4], we systematically investigated the exis-
tence of side channels in Facebook and identified ten such side
channels of four major types: associated with counts (three
side channels), sharing (two side channels), tagging (four
side channels), and relationship status (one side channel).
Three Facebook functions (Likes, Photos, Notes) show a total
number of items to users even though the users do not have
access to all of them. Four combinations of privacy settings
made by posts’ owners and users who get tagged in them
will lead a mutual friend to discover that he or she is blocked
from seeing a post. Sharing a non-public post in a message
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and in a group causes side channels, too. A restricted-access
user is able to find out that he or she is blocked by the poster
based on the different contents that show on two timelines.

In order to determine whether these side channels actually
represent a privacy problem, it is important to understand
what people think about the side channels. To this end, we
conducted a survey of Facebook users to determine whether
users are aware of these channels or not, and whether those
who are aware have privacy objections to the channels. Using
Amazon Mechanical Turk, we surveyed a total of 80 par-
ticipants. Among these participants, we found that many
were unaware of the side channels and expressed surprise at
finding out about them. Among participants who were aware
of them, some users expressed concern while others did not.

Some examples that participants shared with use regarding
their specific experiences with side channels follow. One par-
ticipant wrote: “I have posted on a mutual friends’ wall, and
I assume the person I unfriended, clicked to add me when she
saw that I had posted on our friends’ wall. I did not specif-
ically exclude her from seeing my posts though.” Another
noted: “I have tried to make private events, but they show up
on my timeline. People not invited can’t see the actual event,
but they can see that I posted an event.”

4 JANA: PRACTICAL PRIVATE DATA
AS A SERVICE

The Jana project is ongoing collaborative work with David
Archer and others at Galois, Inc., Anand Sarwate, David
Cash, Nigel Smart and others at the University of Bristol,
and Dov Gordon. In this project, we seek to provide flexible
and efficient solutions for private data as a service. In Jana,
contributed data is encrypted at all times, starting before it
leaves the subjects possession. Results of queries against data
are limited to how much data subjects are willing to reveal,
to whom, and when. This is achieved through a combination
of tools including secure multiparty computation (based on
SPDZ [1]) and differential privacy [2] in order to allow com-
putations to be carried out on large-scale data from multiple
data holders in a way that satisfies policies specified by the
data owners and other relevant stakeholders.

Challenges to be addressed in such an implementation
include:

∙ Efficient and secure methods to ingest data from mul-
tiple parties so that data is securely encrypted while
also enabling the necessary computations on the data.

∙ Combining multiple privacy-preserving techniques in
practical, interoperable ways while preventing unin-
tended privacy gaps.

∙ Understanding what families of policies are appropriate
and enforceable for real-world use cases, and determin-
ing how best to interact with system designers and
users to set specific policy choices within those fami-
lies.

∙ Scaling up to practical data volumes with practical
throughput and latency for real-world use cases.
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