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Microservices, Service Mesh, Cloud Infrastructure, Distributed System, Concurrency, OperatingExperience
System, Compiler aided Program Analysis

• Go, C++, PythonSkills
• Kubernetes, Istio, Docker, GCP, AWS

• Microservices Architecture, LLVM

Work
Experience

2019.10-present Software Engineer, Google, Sunnyvale, CA

Working on Anthos Service Mesh, a dedicated infrastructure layer for making service-to-service
communication safe, fast, and reliable.

2018.10-2019.9 Software Engineer, Isovalent, Sunnyvale, CA

Worked on Isovalent Platform, a microservice-based SaaS offering provides management and
visibility of Kubernetes networking using Cilium(cilium.io). Collaboratively design and implement
features including network flow extraction and visualization, network policy management and
continuous compliance for workloads.

2017.7–2018.10 Software Engineer, VMware, Bellevue, WA

Worked on VMware Kubernetes Engine(VKE), a fully managed Kubernetes as a service on the
public cloud. Design and implement features related to cluster life-cycle management, cluster
resource monitoring. Also worked on Photon OS, an open-sourced Linux distribution optimized to
run on modern cloud platforms.

M.S.(PhD Dropout), Columbia UniversityEducation
Computer Science, May, 2017

Research Topics: Software Reliability, Distributed System, Cloud Infrastructure, Concurrency
Advisor: Junfeng Yang

B.S., Purdue University
Computer Science, May, 2013
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Research
Projects

2015.1–2015.7 Crane: Transparent State Machine Replication System

Collaboratively design and implement Crane[2], a state machine replication runtime system that
provides transparent replication capability to general server applications. The system includes
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a distributed input consensus(paxos) sidecar server and a deterministic multithreading runtime
library.

2015.7–2016.11 Owl: Concurrency Vulnerability Detector

Design and implement Owl[1], a program analysis tool that detects concurrency bug related
vulnerabilities. Owl first detects and verifies data races using dynamic program analysis. Then
it adopts static program analysis(LLVM) to rank the severeness of the real races based on their
vulnerability features.

2014.4–2014.8 Repository Miner

Design and implement a repository miner[3] to automatically analyze and categorize the evolution
of synchronization related code of large open source software.

July 26, 2020


