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1. INTRODUCTION

There has been much work on the development of security and privacy
mechanisms that attempt to take the limited capabilities of RFID tags into
account. Most of these schemes rely on the presence of random number gen-
eration. Generating random numbers of sufficient quality for cryptographic
applications is not a trivial task, even for traditional computers. Conse-
quently, mechanisms must be designed for introducing randomness from an
external source. While modern general purpose computers have several tech-
niques available for the generation of high quality random numbers, this
requirement is beyond the capacity of today’s average RFID tag.

In this abstract, the viability of using onboard sensors to collect ambi-
ent noise of different forms for use as a source of randomness is considered.
Specifically, accelerometers are focused on as an example of a typical low
cost sensor. This work aims to analyze ways in which entropy sources such
as these can be utilized to efficiently produce the amount of randomness nec-
essary to support various cryptographic protocols aimed at low cost tags.
Results from cryptographic literature will be applied to produce a random
number generation procedure with provable security guarantees that were
lacking in previous work.

2. RELATED WORK

Since many of the random number generation techniques available to tra-
ditional computers are out of the reach of RFID tags, alternative approaches
to the creation of random values must be considered. A recent example of
such a proposal is Fingerprint Extraction and Random Number Generation
in SRAM (FERNS) [4, 5]. This technique utilizes onboard RAM as the source
of true randomness. This technique is quite promising as any device, regard-
less of its constraints, will contain some amount of onboard memory from
which randomness can_be drawn.

Unfortunately, previous work has illustrated that practical considerations
prevent the FERNS approach to random number generation from reaching
its full theoretical potential [6]. Since FERNS relies on preexisting memory
circuitry as a source of entropy, it must compete with other system func-
tionalities for use of this shared resource. Furthermore, RAM is subject to
a phenomenon known as data remanence. Such memory retains its contents
while receiving power and for a duration of several seconds afterwards. Thus,
there is a time period after losing power during which stored data remains
intact in memory. After a portion of memory has been used for entropy col-
lection once, it will require a relatively extended period of time without power
before it can again be used in this capacity. This may lead to unacceptably
high delays.

Since random number generation based on existing general-purpose mem-
ory circuitry appears insufficient for the needs of RFID authentication proto-
cols, entropy collection techniques which rely on onboard sensors are turned
to instead. While not as general purpose as RAM, sensors have many uses
outside of security and privacy applications. As such, they may already be
present on an RFID device. While the naturally occurring phenomena these
sensors capture are unpredictable, they necessarily contain some bias rather
than being distributed uniformly. From the perspective of a cryptographic
application expecting high quality randomness, this bias is unacceptable be-
cause it could potentially be exploited by an adversary to extract information
about the cryptosystem’s internal state.

Extraction functions have been created to bridge the gap between the ex-
pectations of cryptographic designers and the realities of the availability of
random numbers. An extractor is a function that takes a string of unpre-
dictable but biased, or “weakly” random, bits as input and returns a string
of close to uniform, or “strongly” random, bits as output. One example of
such an extractor is the “independent sources” extraction of [1], which simply
works by multiplying two independent values and adding the result to a third
in a recursive fashion. Along the same lines, a second type of extractor was
described in [2]. This extraction technique utilizes a Toeplitz matrix as a
seed, which is multiplied against the column matrix containing the input to
the hash function.

3. PROPOSAL AND EXPERIMENTS

To investigate the viability of generating cryptographic quality random
numbers on RFID tags, several experiments were performed. First, it was
necessary to approximate the min-entropy of the accelerometer samples that
were intended for extraction. To do so, it was first established under what
circumstances the min-entropy of the accelerometer samples was minimized.
Accelerometer samples were taken over a 10 minute interval while a variety
of different movements were performed with the tags. Out of all these pat-
terns, the stationary option yielded the lowest min-entropy with a value of
3.43. Thus it was concluded that this is the min-entropy level that should be
assumed for accelerometer outputs, since it is unknown how much motion,
and therefore how much additional min-entropy, would be captured by the
samples at any given time.
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Having established that the min-entropy of the RFID tag’s accelerometer
samples was at its lowest when the tag was still, next a sizable sample was
needed to ensure an accurate estimate of the sensor value’s min-entropy. To
achieve this, a tag was programmed to transmit its raw accelerometer values
upon receipt of a query from a reader. The reader was left to query the tag
overnight. The 1,231,095 samples collected yielded a min-entropy of 3.46,
confirming that the original min-entropy estimate was not due to a fluke in
the smaller sample.

Next, the extractor from [1] was implemented on a WISP tag. In order
to determine to what extent this “independent sources” extractor increased
the quality of randomness beyond what was initially present in the raw ac-
celerometer samples, a tag programmed to perform this extraction on its
accelerometer values and return the result was also left to be queried by a
reader overnight. The min-entropy of the 1,237,066 result samples was found
to be 3.90. While this is quite far from the desired level of uniformity, it is
still a 12.71% increase in min-entropy over the raw samples. More benefi-
cially, however, this hashing process reduces the sample size from 30 to 10
bits. Since more entropy is being derived from fewer bits, this is a promising
result for using the hashed accelerometer samples for further processing.

To take advantage of this increased entropy per bit, the extractor from [2]
was implemented on a laptop computer. The “independent sources” extracted
samples were then fed into this extractor. Unlike the previous results, which
were still far from uniform, there were no repeated values among the 24,741
resultant twice-hashed values. This indicated that the goal of generating
uniformly distributed random values from accelerometer sensor values had

been achieved. . . .
The Toeplitz matrix extraction technique is in the process of being im-

plemented and evaluated on WISP tags, along with several other potential
randomness extraction techniques. Several changes had to be made in order
to optimize the extractor to work within the constraints of a low cost RFID
tag. Only the top row and leftmost column of the Toeplitz matrix seed are
permanently stored on the tag. When performing matrix multiplication op-
erations, each row of the matrix is instead generated as needed in order to
minimize the amount of memory needed to store the seed. Furthermore, all
binary values are stored in byte arrays rather than arrays of boolean values.
While this adds complexity to the manipulation of individual bits, it was
also done to save on storage space. As a final example, rather than buffer-
ing accelerometer samples and applying the extraction function to them once
enough had been received, the matrix operations were done on a piecemeal,
sample-by-sample basis, saving both memory as well as computation.

4. CONCLUSIONS

This abstract introduced the problem of random number generation in the
context of RFID technology. A hitherto unexplored technique for addressing
this issue, sensor based entropy collection, was proposed as well. These pre-
liminary results indicate that, when affordable, sensors are a viable option
for obtaining random values on RFID tags. This method is not just lim-
ited to RFID devices, however. It extends easily to other devices like mobile
phones and traditional computing devices such as laptops. The authors of
[3] mention the possibility of developing games for entropy generation based
on motion that would be monitored through an accelerometer. A drawback
to that approach is that it involves direct participation on the part of the
device’s user. In contrast, this work investigates random number generation
techniques that do not require any explicit user involvement.
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