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ABSTRACT

This paper examines feedbad strategies in a Swedish corpus of
multimodal human—computer interadion. The @m of the study
is to investigate how users provide positive and regative
feadbad to a didogue system and to discuss the function o
these utterances in the dialogues. User feedbadk in the AdApt
corpus was labeled and analyzed, and its distribution in the
dialoguesis discussed. The question d whether it is passble to
utilize user feedbadk in future systems is considered. More
spedficdly, we discusshow error handling in human—computer
dialogue might be improved through geaer knowledge of user
fealbadk strategies. In the present corpus, amost al subjeds
used pasitive or negative feedbad at least once during their
interadion with the system. Our results indicae that some types
of feedbadk more often occur in certain pcsitions in the
dialogue. Another observation is that there gpea to be grea
individual variations in fealbadk strategies, so that cetan
subjeds give fealbadk at amost every turn while others rarely
or never respondto a spoken dialogue system in this manner.
Finally, we discuss how feedbadk could be used to prevent
problemsin human—computer dialogue.

1. INTRODUCTION

As conversational speed interfaces become more alvanced and
human-computer dialogues appea more “natura”, we may
exped users of spoken daogue systems to integrate alarger
number of human dscourse fedures into their speed. In
human-human conversation, dialogue participants continuowsly
give eab oher positive and regative feadbadk as a way of
showing attention, recognizing the intention what the other
conversant is sying a to signa nonunarstanding o
misunderstanding. In the present paper, we eamine a broad
range of feedbadk phenomena observed in a multimodal
didogue crpus. The multimodal AdApt system is designed to
provide users with information about apartments in dovntown
Stockholm, and for the purposes of the present study a semi-
simulated version d the system was employed. Despite the fad
that this g/stem never gave the subjeds any explicit
adknowledgements in the murse of the dialogues, positive and
negative feedbadk occursin a surprisingly large number of user
turns.

2. BACKGROUND

Clark’s theory of groundng [5] describes discourse & a joint
adivity in which participants continuowsly work at establishing
a ommon gound An adknowledgement or repetition d the
didogue partner's previous contribution herdly moves the
conversation forward, since such a turn contributes little or no
new information. These utterances have been categorized as a
subgoup d the “informationally reduncant utterances’ [12].
According to the theory of groundng, however, dialogue
participants use ad&nowledgements and feedbadk to signal
understanding and nonunarstanding throughou the discourse.
These ales often cary important information abou the
groundng process and the state of the dialogue. Clark and
Schader [6] suggest that there ae anumber of ways in which a
didogue participant can demonstrate that he has understood a
discourse mntribution. “Acknowledgement” is placal in the

middle of a scde ranging from “continued attention” to
“display”. In daogue, an adknowledgement is often expressed
by anod a a “yea”, “uh huli or something similar. Brennan
and Hulteen [2] present a list of adknowledgement strategies
that is partly based on Clark and Schaders scde, and
emphasize the importance of feedbadk for coordinating the user
and systems knowledge states in a dialogue system and for
fadlitating problem solving. In a study besed on tutoria
dialogues, Brande [1] divides adknowledgements into severa
subgoups acarding to their functionin the groundng process
In this clasdficaion scheme, explicit adknowledgements are
distingushed from implicit ones. In a study d cues used for
tradking initiative in daogue, Chu-Carrol and Brown [3] use
the term “prompts’ for similar phenomena. In a recent
pubication, Ward and Heeman [13] report that
adknowledgements are used to a rather large extent when
subjeds interad with a telephore-based automated service
system. Even thoughthis g/stem did na explicitly encourage
the use of feadbad, it provided oppatunities for and responded
to adknowledgements. Ward and Heaman report that about half
of the subjeds of their study used adknowledgements at least
onceduring their interadion.

3.MOTIVATION
3.1 Error handling

In human-computer dialogue, frequent occurrences of errors
threaen to make users frustrated and may result in a premature
closure of the interadion. Errors are inevitable in human—
human as well as human—-computer dialogue, but in human—
human daogue refined strategies for deding with problematic
interadions have been developed. Clark [4] has suggested that
conversants begin by trying to prevent foreseedle but
avoidable problems, then warn partners abou predictable but
unavoidable problems and lastly resort to repairing those
problems that have drealy arisen. In Clark’s view, we shoud
exped human—human dalogue participants to prefer
preventatives to warnings, and warnings to repairs [4]. The
reason for this is the relative high cost of repairing problems
that have drealy arisen in a dialogue, compared to the relative
low cost of an extra (perhaps unrecessry) dialogue turn. As
reported by Smith and Gordon [10], there is a similar problem
in human—-computer interadion. Here, developers of dialogue
systems have to consider the trade-off between being terse and
risking being misunderstood on the one hand, and keing
overinformative and repetitive on the other. In a study o errors
in a spoken dialogue system caused by misrecogntion, Smith
and Hipp [11] proposed that verificaion subdaogues soud
be used seledively to remver from errors. The cntext of the
utteranceis shown to be helpful in seleding which utterances to
verify.

Certain lingustic markers are often used to signd
understanding, nonundrstanding a misunderstanding in
dialogue. However, in a given context the significance of such
markers can be difficult to asess In a study describing a
French dalogue system, Derriks and Willems [7] show that
negative feedbadk cues exhibit ambiguity, so that for instance
the word “pardon’ can be given six different interpretations.
Similarly, in the @rpus presently analyzed, some feedbad cues
were foundto be inherently difficult to interpret. In some caes,



these aes could be given bah pcsitive ad regative
interpretations. Contextual and prosodic cues can often help
resolve such ambiguities. If corredly interpreted, a positive or
negative lingustic marker can be used by a spoken daogue
system as an indicaion o the dialogue status. When a positive
feadbadk turn has been remgnized, and a problem occurs later
onin the dialogue, it is reasonable to asume that the diadlogue
was fine & least up urtil that time. If averificaion subdaogue
isinitiated by the system at a later stage, it does not have to go
bad further than necessry. Negative user feedbadk can be
interpreted as a sign d discontentment, as a warning o an
upcoming problem or as a readion to an error that has arealy
occurred. If rapidly identified by a didogue system as a
problem or a warning, these negative feedbad utterances could
be used to fadlitate eror handing and perhaps avoid a longer
error segquence

3.2 Feedback in the August cor pus

Part of the motivation for the present study came from
observations made in the previously developed August system.
This experimental spoken dialogue system, whose animated
talking head was modeled after the Swedish author August
Strindberg, was used to colled speed data from members of
the general pubic. The August database @nsists of more than
10,000 uterances of sportaneous computer—direded speed
from around 2500 wsers, and is described in [8]. Because of the
high levels of badground nase in the pubdic locaion where
August was displayed, a push-to-talk mechanism was used for
speetr reoording. The system itself used no explicit
adknowledgements or feedbad, nor were its users encouraged
to doso. Nonetheless analyses of the August corpus indicaed
that the users quite frequently gave the system feedback on
previous turns. Since some of the human—computer dialoguesin
the August database were very short, a subsedion o the mrpus
with only those interadions that went on for three or more user
turns was extraded. The total number of usersin this sibsedion
was 1206 and ou of these 18% gave the system pasitive or
negative feedbad at least once The total number of utterances
was 6876 out of which 6% contained feedbad to the system.
In 8%% of these caes, the feadbadk appeaed in a turn o its
own. This figure can probably be explained by the fad that the
users had to push to talk, and thus tended to convey one speet
ad at the time to the system. These preliminary figures,
obtained in the analysis of the August corpus, inspired us to
perform a more exhaustive study d user feedbad strategies in
the AdApt system.

4. DATA

4.1 The AdApt corpus

AdApt is a Swedish conversational multimodal dialogue system
which can be used for accessng information about apartments
for sale in downtown Stockholm. Figure 1 shows the system’s
graphicd user interface It consists of the animated talking
agent Urban, an interadive map of Stockholm and a table for
displaying textual information. The AdApt corpus comprises
50 dalogues with 33 subjeds, al colleded in a series of
Wizard-of-Oz experiments. The total number of utterances in
the @rpus is 1845 The subjeds were given pictoria tasks that
involved finding ore or severa apartments in Stockholm that
fulfill ed certain criteria. To solve these tasks, the subjeds were
asked to take their time to look around and to compare
different apartments in order to find a suitable one. The tasks
were deliberately designed to be vague, so that the subjeds
lingustic behavior would be & natural and urconstrained as
possble. In the ourse of these eperiments, an open
microphore was used to fadlit ate the integration o speed and

Figure 1. A user interacting with the AdApt System and a
closeup of the interactive map with apartment icons.

graphicd inpu to the system. A pointing device was used to
cary out graphicd operations, namely seleding aposition a an
apartment icon indicated onthe map or marking an areaon the
screen.

A spoken didlogue system’s way of providing feedbadk affeds
the users manner of interading with that system. The AdApt
system did na explicitly acknowledge that the subjeds inpu
to the system was being pocessed or had been corredly
recognized. However, indired visua cues were @nveyed
throughthe system’s animated talking heal. While speed input
was being pocessd, the taking heal appeaed to be
“listening”, and as on as a user had finished spe&ing, the
hea indicaed that the spoken inpu was being interpreted by
respondng with a “thinking” gesture. Furthermore, by
“understanding” most of what was being said, the system
indiredly encouraged the subjeds’ conversational behavior. In
the murse of the dialogues, the system off ered implicit evidence
of understanding. A trandated example from the AdApt
database ill ustrates this:

System 1: Wherein Stockhom would youliketo live?
User 1. | want to livein the Old Town.
System 2: How many rooms do you reed?

In the &owe eample, the subjed’s inpu is indiredly
adknowledged. The system’s next dialogue turn is relevant, and
no repetition d the user’s previous utterance is requested. A
few turns later, when the system has found a seledion o
apartments in the Old Town and they are displayed on the
screen, the user will know for certain that this turn was corredly
interpreted. If the system had used an explicit adnowledgement
strategy insteal, the system’'s resporse to User 1 would for
example have been: “T he Old Town. Is that corred?”. If this
sort of explicit prompt had been employed, user feedbadk
strategies would probably have been dfferent. Intermediate
strategies, where the system’s adknowledgement is part of the
next turn, are dso passble.

4.2 Annotation of data

The AdApt corpus was manually transcribed and the subjeds’
utterances were individualy labeled for feedbad, taking into
acourt the ontext of the system’s previous utterance and the
dialogue history. For example, when “no” was used as away of
signdling dssatisfadion a disagreement in the dialogue, it was
marked as feedbadk. Conversely, when “no’ occurred as
resporse to a question posed by the system, it was not labeled
as fealbadk. Those parts of the user utterances that had been
marked as feedbadk were then tagged with resped to the
following threeparameters:



# System User Feeadback
32| This building was constructed in 1680 Yesthat isvery old indeed ...when dd you say the white one was built Pos |Exp [Atti
33| This building was constructed in 1861 Yesyesthat'sright.....isthere atiled stove there too Pos [Exp |Attn
34| This apartment has afireplace Yesthat'sall right too......... how high is the building Pos |Exp [Atti
35| This apartment is on thefirst floor Okay .... and | seeit is close to the German church there Pos [Imp |Attn
361 don’t know anything about such things  [Well okay................ yes but | think I’'m happy with that Neg [Exp |Atti

Table 1 A trandated excerpt from the AdApt corpus. The part of the user utterancethat has been labeled as feedbadk isin bddface and the type of

feedbadk — positive/negative, explicit/implicit, attention(Attn)/attitude(Atti) — isin the table to theright.

Positive/Negative

Positive fealbad typicdly include epressons like “good,
“yes’, and “thank you'. Examples from the negative fealbadk
caegory include “no’, “well” and “too hbed’. Since some
expressons, such as “okay”, function as either a positive or
negative ae, al sound files were individualy assessd.
Prosodic or contextual cues indicaied whether an utterance was
intended by the subjed as a pasitive or negative resporse to the
system’ s previous utterance.

Explicit/Implicit

In some of the fealbad utterances the subjeds literaly
expresed what they meant, so that for example apresentation
of a new apartment would get the resporse “that’s gred” or
“very goodUrban”. These were labeled as explicit, whil e those
utterances where the feedbadk was conveyed in a less dired
way were labeled as implicit. Implicit feedbadk was often
expresed throughcues like “mhm”, and “aha, all right”. Again,
some caes were anbiguols.

Attention/Attitude

Attention was interpreted as an indicaion from the user that the
system’s message has been recaved. Typicd examples include
“l see” and “No bath tub ”. Attitude, on the other hand, was
see as an indicaion o the user’s attitude toward the system or
the previous turn in the dialogue. Positive and regative value
judgements occur frequently in this category. Examples from
the corpusinclude “that’s good', “gred, Urban”, “thanks’, “that
was quite expensive” and “too ked”.

All feadbadk utterances were cdegorized aongthese three xes,
resulting in a total of eight groups. As previously ohserved,
some epressons in the rpus turned ou to be inherently
ambiguows. The word “okay”, for instance, was labeled as
belongng to all of the cadegories depending onthe @ntext in
which it appeaed. Table 1 shows part of an anndtated dialogue
sequence in which examples of most of these labeling
caegories are included. In this excerpt, the user gives the
system fealbadk a every turn. Most of the feedbak was
labeled as positive. The single instance of negative feedbadk
from the user, turn 36in Table 1, appeas as a resporse to a
system turn where no information was conveyed.

SRESULTS

Positive or negative feedbadk was found in 18% of al user
utterances in the AdApt database. It is worth ndicing that
amost al subjeds, 94%, used fealbad at least once during
their interadion with the system. In contrast to the August
system, user feedbadk occurred in a separate turn in as few as
6% of al cases in the presently examined corpus. Instea,
feadbadk typicdly occurred in the initial position d a longer
user sequence, after which a silent pause was followed by a
request for information. Turns 32 through 34in the example
dialogwe in Table 1 provide examples of this phenomenon In
the AdApt database, 65% of al feedbad utterances were
judged to be positive. Two thirds of the feedbadk utterances
were labeled as explicit, while one third were implicit. The
groups of feedbadk tagged as attention a attitude were evenly
Sized.

When the function o the user feedbadk utterances was
examined in a broader dialogue wntext, severa interesting
tendencies could be distinguished. The function d the largest
group d utterances in the database was that of asking a dired
question, for instance ‘finns det badkar” (“is there a bathtub”)
In these caes, fealbadk turned ou to be quite uncommon.
Ancther frequently occurring type of utterance in the database
was one where the user would define his or her preferences. For
this group, feedbadk was provided in abou one fourth of the
utterances. Relatively spe&ing, feaedbadk was very frequent in
those utterances that were used for concluding the interadion
with the system. An example from the database is: “okej, da
tadkar jag for hjalpen” (“ okay then, tharks for your help”). The
feadbadk provided indicates that the user wants to sum up
before finishing the dialogue. Meta-utterances, that is, user
comments abou the AdApt system, remarks on the preceding
dialogue and self—direded communication, were quite rare in
the crpus. When they occurred, however, they often included
feedbad to the system.

The analysis of data dso reveded large individua variationsin
feaedbadk strategies. While some subjeds gave the system
positive and regative feedbadk in virtualy every turn, others
very rarely gave feadbad at al. For the individua subjeds, the
number of utterances that were labeled as including feedbadk
varied from 0% to 70%. Figure 2 shows that abou one fourth of
the subjeds used fealbadk in half or more of their turns, while
one fourth o the subjeds very rarely or never used feedback.
No correlations with the subjeds reported experience with
computers in general or spoken diaogue systems in particular
were found It appeas as if fealbadk to a spoken daogue
system, at least partly, is amatter of individua style.
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Figure 2. Distribution o feedbadk in user utterances.

The human—-computer dialogue @& awhale probably affeced the
way in which feadbad was used in the multimodal dialogue
system. To investigate feedbadk in the context of the discourse,
the system’s previous turn was correlated to the users' choice of
strategy. As can be seen in Figure 3, the feedbad caegories
attention and attitude gpeaed at different places in the
dialogle. In theinitial phase of the discourse, where the system
took the initiative and inquired abou the user's preferences,
feedbadk was often used to signa attitude. When the system
failed to fulfill the user’s request, on the @ntrary, users merely
signalled that they had understoodwhat the system was sying.



System answer to previous question User fealback +/- |Usable
The yellow building was constructed in 1890 Y eah, that sounds goad - doesit have an tiled stove maybe Pos Yes
The apartment is on the second floor Okay and are there any available two-room apartments on Ostermalm. Pos No
This building was constructed in 1997 Ouch! Isthere an old building from the 19" century Neg Yes
This apartment has atiled bathroom Well that’ snot quitewhat | asked about Urban doesiit have a bathtub Neg No

Table 2. Trandated examples of attitude feedbadk, marked for usability from the point of view of user preferences.

Figure 3 aso indicaes that when the system turned over the
initiative by asking an open question ( e.g. “Is there anything
else you would like to know abou the apartment?”), the
subjeds responded with attitude feedbadk (“Y es, | would liketo
know if the apartment has a bdcony”) It thus ®ams as if
cetan types of user feedbadk are likely to be provided in
different phases in the dialogue. If, in a future system, it
beaomes apparent that difficulties often appea in a particular
stage in the discourse, the system shoud anticipate negative
user feedbadk. In this way, the user's warning to the system
could prevent amore serious problem from occurring.

Those dtitude feedbadk utterances that occurred after the
system had suppied the user with information abou some
feaure of an apartment, could be used to gain knowledge éout
the users' preferences. Instead of explicitly asking what kind o
apartment the user would prefer, the system could attempt to
interpret the user’s feadbad. For example, when a user asks:
“What canyoutell meabou this apartment?”, the system could
present the guartment's most distinguishing feaure(s). If the
user provides the system with feedbad, this could be used to
dedde which apartments to present later on in the dialogue. A
similar method fes previously been implemented in a text-based
dialogue system [9]. In Table 2, four examples of attitude
feadbad are presented. In two of the examples, the feadbacdk
might be used to model user preferences. In general, negative
attitude feedbadk appeaed to contain more information and be
more useful than pasitive dtitude feedbadk. For instance the
feadbadk utterancein the last examplein the table muld be used
to deted that a problem has occurred in the dialogue, and that
the user wishes to corred the system’ sinterpretation.
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Figure 3. Number of turns with feedback depending on the previous
system turn.

In the present study, positive and regative user feedbadk cues
were found to signa understanding and misunderstanding
throughou the dialogues. Certain user preferences were dso
expresed in the feedbad utterances. In a future system,
positive feedbadk can be utilized as a way for the system to
incresse its knowledge @ou the user's preferences.
Complicaed corredion subdalogues can thus be aoided.
Negative feaedbadk is metimes used to warn the system of an
upcoming poblem. If these aues are @rredly interpreted and
handled by the system, serious errors can perhaps be prevented
from occurring.
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