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6.1. Context and Scalar Implicature

Recall that Gazdar's approach to the calculaden of umerance Eom.bimw is to define
functions which, for any utterance, will produce sets of entailments, potential E.nmcﬁvo%uo:m.
and potential implicarures which that ytzrance mighr license. He then nuﬁﬂ_nﬁ &.n actual
nsed by adding first entailments, then potential clausal quantity implicamres,

meanings lice . :
catures, and potendal presupposinons, Lo the discourse contexr,

potentdal value quantiry impii . _
So long as each addidon producss a consistent context, the comext will be incremented and

potzotial meamings will become actual meanings of the utterance. Meanings whose addition
would produce an inconsistent (in the sense defined in Section 2.4.2.1) context Gazdar deems w

be canceled by that context.

But this notion of context involves only prior assertions which Ed logcally :_monm.mﬁa
with a potential impiicamre. In effect, if u; can ever, Eﬁnn any circumstances, license 2
Gazdar's system, as he has presented it, will predict that it will -- unless —p; or some seatences
that logically imply it have previously been realized in the discourse.

marer to determine whether or not some expressicn will

Of course, it is not a simple :
For example, in 218, B

evoks an ordering or which ordering some expression will evoke.
apparently perceives an ordering
(218) A: Have you, me, and Ellen ever had dinner together?
B: We've had lunch.
defined over the set of meals as salient.’0 B implicates ~BEL(B, we've had dinner) - as i_.u_m
as —~BEL(B, we've had breakfast} - since dinner and breakfast are each ESJ.ER values with
lunch. But B might perceive other orderings as salient from the same query, as in 219.
{219} A: Have you, me, and Ellen ever had dinner together?
B: We’ ve been 1o the movies.
Here the salient ordering appears to be defined on some sef of social events. While one of the
implicamres licensed by B's response will be the same a3 one :..unumoa by 218 -- Jmmﬂm.
we' ve had dinner) ~ another might be —~BEL(B, we've gone for drinks). But &oE,.;,.. even if A
and B both recogrize some set of social events a3 salient, how will they know that it is the same

130Thiy opdering may be represented i3 followa:
[breakfast Junch,dinper}
{breakfast,lunch} {treakfastdimmer}
{breaicfast} {imch}

{lunch,dismer}
{dinner}
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such set? Can B really implicate —BEL(B, we’ve had drinks) uniess s/he believes s/he and A
both recognize not only the salient ordering metric but also the set of events over which it is
defined? And, in 220, the salient ordering supporting B's implicature that —BEL(B, you, me,
and Ellen have had dinner together) is not only different from the salient orderings evoked in
218 and 219, but is evoked by B’s perception of a different expression — {youme.Ellen) — as
saljent,
{220) A: Have you, me, and Ellen ever had dinner together?
B: Ellen and I have,
Finally, 221 illustrates how S may evoke mulriple salieat orderings from multiple expressions in
a single utrerance:
(221) A: Have you, me, and Ellen ever had dinner together?
B: Ellen and I have had tunch.
In this exchange, orderings defined over {you.me.Ellen} and (breakfast lunch.dinner} are both
evoked by B’s response -- w implicate ~BEL(B, you, me. and Ellen have had dinner tgether).
However, bow we might model other apparent implicatures, such as ~BEL(B, you, me and
Elien have had lunch) and —~BEL(B, Ellen and [ have had dinner), is not so clear.

So, to calculate a scalar implicarure from an utterance with semantic representation P we
aeed some way of determining which of all the expressions in p; S is employing in licensing
some scalar implicature (and, thus, must anticipate H will recognize) and which of potentially
infinitely many possible ordering relations will be saiient for those expressions. We must also
determine ow S and H can assume mutal recogrition of the acmal definition of such
orderings.

6.2. Defining Posets in Discourse

Hamish, Horn, and Gazdar all implicitty assume that § and H share knowledge of a
common set of ordering relations, each of which is sutomaricaily evoked when one of its values
is referenced. But, of course, even when S and H perceive orderings that seem intuitively quite
similar 23 being evoked by a given value, they may differ critically for the purpose of successful
communication of scalar implicature, If § believes some ordering O, is salient and relies upon
H's perception of 0, as such for the interpretation of his/her implicature, but if i believes some
distinet ordering 0y is salient instead, then S may not accurately anticipate the inference(s) that
H will derive from $§"s utterance ~ and thus H may infer meanings S has not intended. Or, H
wmay fail to infer meanings that § has intended to convey. So, in anticipating HPs general ability
o ‘work out’ a scalar implicature, § must, in particular, anticipate whether H will be able to
idemify the ordering that relates S7s utterance to other utterances s/he might have made and
whether H will define this ordering as S does.
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6.2.1. Sources of Divergent Definition

ree on the definigon of

re likely to disag
It seems reasonabie to assume that S and H are mo Speakers’

domain-dependent and non-canonical orderings than on nwnnEnE onwnnﬂmaww Speier
knowledge of canonical orderings such as the cardinals. quantifiers, msm._aiona ES&&M
modifiers appears to stem from their linguistic competence or <n.Q gene U o awmmmn
and thus seems more likely to be shared among speakers. ,9.»" _m. E.Ei e wanM the o
positions of one and four or some and all or prerty and beausifil in En:..oMmﬁaa <.= ol MM
should vary little from speaker © speaker. Bur even for such canonical o m“ g s e
quantifiers, the relarive positions of marty, mos, and quire a. .xni. may E.z. .wm.umm._d“ _.”Mo y
and H. And for orderings such as these which permit scalar implicatute 1 o2z, It Wou
{222) A: Do you want a Rainbow?
2 B: 1 want a 1200 baud modem.

b. B: I wane an IBM PC.
c. B: I want a piece of gum.

be ¢ surprising if § and H could define the same set of salient enttes evoked by each
mos

response.

While S and H may idendfy divergent orderings as salient under any circumstances, such
ikely when orderings are domain-dependent and when § and H possess

i nce seems most | pende .
e r example, the distinction between prewmonia and

unequal expertise in that domain. in 223, fo
(223) A: You mean, [ have pneumonial?
B: A mild case.

ild nig may not be apparsit 0 a patient However, such exchanges BQ Bu._aw S.a.ﬁ
ME .MMH”G partoer the. informarion that some (e H had not viewed as a potential value qcmr‘“
iy i i i i which prewnonia and a mild case o
e _8 A, _%m;mﬁwnﬂﬂwuﬁmnwwﬂnﬂ avoid Mn use of orderings their hearers
ot reco <uhEucE simpiy recognize their possible consequences — at best a request for
M“mn“nwa”uw ﬂu“.mr miscommunication. And, by their use, S may &.H:&E convey 0 H MHH
some previously unknown ordering in fact exiss. So, E.qu. while A may ,q“”n mWMonM nw
understand the ordering B employs, o/he will be able w infer that there are

pneumonia.

Alternatively, if H has more expertise than S, s/he may derive maumounhwa $ does nﬁwﬁ
intend by Eﬁadrum some reference in a too technical light 1In 224, if A ﬁaawﬂ.m m“
““ouuomunns_d techmical sense uﬁnm.tﬁggﬁ_aﬁng. the child is an idiot), |
she knows that idiots are techmically classed as
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(224) A: Is thar child handicapped?

B: He's an imbecile. .
having greater inteiligence than imbeciles. [n both cases of unequal expertuse, some m-  ling
of S or H is required to assess licensed implicatures properly. Such user modeling wili st be
pursued here, but its urility should be noted for these cases. _ _

6.2.2. Defining Poset Compatibility

Although above I have noted the potential for communication breakdown when § and H
do oot share a common definition for some ordering, and [ have in previous chapters demanded
that some particular ordering’s salicnce be a mutual belief of S and H for scalar implicature, this
constraint is in fact too strong. I will now propose a relaxation of this condition, expressed in
terms of the metric ¢ and the set E that, together, define all orderings O.

From the examples given above it can be noted that two orderings 0, and Qg. may differ
from one another either in the set of expressions they are defined over or in the metrics which
define those expressions -- or, of course, in both. By our definition of orderings zs posets, for
any two posets O; and 0\ 1 be termed identical, they must be defined over identical sets of
referents E; and E, by identical metrics ; and ;. So, for each ordered pair ¢cie€ 0,
¢0;¢/= 0}, and for each e;e/€ 0), ¢0;¢/€ O;. That is, orderings are identical iff they are defined
over the same set of referents and if the metrics ordering these sets order their members in
exactly the same way. And orderings may differ if either E; and E; are different or if o; and g;

-dre different. But note that the definition of a poset is independent of the label S and H place
on either the set or the metric or the partiai ordering itself: Thatis, o; and 9; or E) and E or 0;

. and O; may be LABELED differently by § and H — yet still be identical according to this
;definition,

But even if § does not believe that the ordering O; s/he believes to be salient will be
recognized by H, s/he may still use O; to support a scalar implicanire given that s'he believes
cenain less restrictive conditions hold. Suppose S believes O; to be defined by G; over E, but
s/he also believes that H may only recognize a subset E, of E, as ordered by o;. For example,
§ay in 225, B recognizes a set of desserts

{225) A: Do you have jell-o07
B: We have pie.

‘ordering defined over the set {pie, jell-o, cake, ice-cream, fruit}, but A's ser of desserts does not

include fruiz. Although the ordering by which B anricipares and A interprets scalar implicamures

‘indhis exchange will thus differ, the inferences A will draw given an ordering defined over (pie,

jell~o, cake, ice-cream} will be at least consistent with those A implicates via the larger set.
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y —~BEL(B, we have fruir) by 225, all those scalar

is, while B may intend also 10 conve
s -- i.e., will be intended by B.

icarures thar are undestood by A will be scalar implicamure

When 0; and O; are identical except in that the set of referents over which Qg. is defined,

is a proper subset of that aver which O is defined, E, then O; will also be a proper subsst
), When S believes that O, is salient but has reason 0 balieve that H may recognize some
then § will nonetheless believe that scalar implicatures inferred will be consistent with
ar implicatures intended, since the former will be a subset of the latter.

If instead S has reason to believe that H may recognize a larger set of salient referents
sred in 0.__. than § RnomEN-wn as salient in O; — if E, is a proper subset of E and, thus S's O
| proper subset of 0; — then S may suppose that his’her knowledge will be accurately
rpreted by H. Say, in 225, it is B, not A who fails 1 include fruit among his/her set of
serts. Then, B may uuer his/her response while believing that s'he does have fruit — but A
y understand that —BEL(B, we have fruit). Ia such cases, when 5 has reason to believe that
is a proper subset of Og,. S may indeed anncipate that H may draw faise conclusions from

fher implicature.

So, I will term S's salient ordening 0; COMPATIBLE with any H's ordering O; if 0;is a
»set of Oy that is, O; is COMPATIBLE with O; if Oy is either identical to O or if Oy is a proper
sset of O In other words, 0, will only be incompatible with 0; if 0, is iwelf 2 proper subset
0; § may then employ any O; to license scalar implicature if O; 13 compatible with the O/(s)
may recognize as salient.

Two orderings O; and 0; may also differ in that, while they are defined over the same set
=E, of referents, two different mewics, o; and oy, order E;. That is, for some pair of
pressions ¢; and ¢;, while €€ E,, and ¢ze2 By, eoiee0; but eOiee 0 or eOEF 0; bue
3¢/ 0; 13! So, for example, in 226, if B cannot anticipate that

(226) A: Is the Pacific Flest on red alent?
B: The First Banle Division is.
will recognize that Pacific Fi leer is a higher value than First Banle Division, s/he will not be
fle to implicate —BEL(B, the Pacific Fleet is on red alert) — even if s/he does believe A will
cognize that Pacific Fleet and Firss Basile Division appear in a whole/part ordering. For, if A
stead believes that Pacific Fleet is a part of First Battle Division, then A will conclude that
EI(B, the Pacific Fleet is on red alert) instead.

EgpFauqun.&HEnﬁﬂo,Bnnmnnaﬂnﬁ:.caﬁﬁﬁ_,S.E.__a_s..nea :o_...neauonipn.s&nuﬁ
etrics are labeled. . .

139

However, like the sets of expressions over which orderings are defined, the metrics which
define them need not be identical for § to believe that histher implicature will be ‘worked out’
by H. If, for all ¢0;c2 O, £0¢2 Oy, then, again, we can say that 0; is compatible with 0, For
any relations O, and O on a set Ey, O; on Ey COVERS O;on E; if 0; < O, So, if O;covers O,
then, again, Q.‘ will be compatible with O, and S may antcipate that any implicamres cmmmm
upon H's recognition of O will be inferred — though not all those implicatures may be inferred.
So, 0, will be compatible with O; when 0, C Oy That is:132

Ordering Comparibility:
o< 0;=> COMPATIBLE(Q;, 0))

If § believes that H will recognize an O; that is compatible with the O, § recognizes as
salient, § will at least believe that the inferences H draws will be consistent with those § has
implicated. In such case, we will say that S believes some ordering to be AVAILABLE for some
H in some context Cy:

(BEL(S, SALIENT(Q,, C,)) ~ BEL(S, BEL(H, SALIENT(O; C)) A BEL(S,
COMPATIBLE(O, 0._@5 = BEL(S, AVAIL(H, 0, C\,))
. However, while we will want to demand that § believe O; to be compatible with all &, that
H might infer as salient in its place, we will not want to demand that § believe thar all oan.rnmm
s/he believes salient in some context C, are compatible with all orderings H believes salient -
e.g., that, in 221, the ondering of (youmeEllen} is compatible with the ordering of
?...m&nu_.bsghec&l. For thi and other reasons which will become clearer in Section 6.3, [
will redefine u)ﬁﬁﬁ.ﬁom_ C,) s SALIENT(¢;, 0 C) — that is, some ordering is salient ina
context for some particular expression which appears in it. Then we can redefine the notion that
S believes O to be available to H via mention of e, in C,, as follows:
Belief in Availability of Ordering:
(BEL(S, SALIENT(e;, 0;, C)) BEL(S, BEL(H, SALIENT(e,, 0. CMN A
BEL(S, COMPATIBLE(O,, Op)) = BEL(S, AVAIL(H. ¢, O}, m. W)

With ordering compatibility and availability o H defined, and with ordering salience
wnno».mboa, we can now revise the salience condition presented in the definitions of the scalar
implicamre conventions — BMB(S, H, SALIENT(O, Cy)) - in terms of inference consistency
as BEL(S, AVAIL(H, ¢, 0, Cy)). So, ane mutual belief requirement in our definition of
conversational implicature can be relaxed.

Fleet @ First Bantie Division to be sitemste values in some ordering, then vhe cam

mlﬂw.g ?&n«gs.liauigsgnu%%ﬁ&nﬁigﬂng&
Eo&wggﬂgiﬁmx.ﬂm&r However, in such a case, B should surely ‘squarc away' the

disparity between hisher betiefs sod A’s Joshi 82
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6.3. Salience and Scalar Implicature

While studies of conversational implicature have readily acknowledged the overnding

of ‘contexr’ in the gencrationd and Eﬁaﬁsmom of ._Bﬁ:m»nhd. little mnmanmn Mmm
been made to define how the particulars of an exchange interact with the ooprn“ ocmnawﬂ
implicature. 1 noted in Section 3.2.2 that, of the awthors ,..<:o E:ﬁ st ; n. v
_..Eam.nw g Hamish explicitly demands that the meric underlying a partcular _Ev:nmg.pa
_Bu_quaB“—M“Hn. in the &Muoﬁmo. Although Homn menticns that context, as well as .onn:n.:
“—Mn_umon or suspension, can block implicatures, he goes oo ?:wn“.q &nmu“ n“mw.m Wﬂﬁﬂuﬂ “M
discussion of how implicatures involving uoﬂn.ﬁ.“ poles .B:ﬁ .c“”“n E.m. e
how the menton of some expression like some will not license . E”._ e
explicidy canceled. Although Gazdar includes a more SBnﬁmp.o no : clason in
i i in effect predicts implicature from the semantc Hoamnu.snou ar . p
”ﬂ“ﬂ”rﬂﬂ” __MwM value quantity implicanire is Snﬂuﬂﬁnﬂaqﬁ.nﬂ ﬁ.EE E.SmE.. as it QE be
o1 ymerances in the context, Otherwise, all possible Ev:..uuﬂna.m which might be
Munhﬂﬂ“”&uﬂ«v” ““nﬂnﬂ are generated, regardless of context or speaker inwention.

importance

If § does not belicve it relevant 10 *affirm the Emw_nmﬁ. H“Mn ”n M”HW_M_WMMU a.._MHcM“m M\M_M
ot A nguoanwnwm_.%“m_.o“” MM:SR.EMoM H”u“w“tnﬂw courses) in 89,133 even though
e > B oan 8 na clearly inferred it. As O"Hair {O"Hair 69:41] notes {summarizing Grice)
e o i .< ood reasons to the conmary, one should not make a weaker
e ocga_um”“_um_.moun if the audience is interested in the extzra _.ﬂ,m::_nh.aj that
mBnMWME nw”_ﬁ_.“uwwuhu FH&., {My italics) Such factors justfy the inclusion of a wm:nann
M“”&non_...nw“ n“ﬂ_uon ghove in the definition of AVAIL. I will incorporate nz.umn monoam mm

i interest and relevance by claiming that the licensing wm w. mn&E..:uE_nwEMna is
MMMWHEH%E whether the ordering that might support such an implicarure is perceived as
SALIENT in the discourse.

The ootion of SALIENCE in Al and natural-language literawure has so MM.GRM%U_N&%MM&_M

discussion of the salience of abjects and their atributes ﬁE.voEﬁm 70, Co : wn a P
salience of orderings or reladons — that is, of entities togetne

- Z.nnow o dﬁumBEnu in [Herskovits 82] and mentioned in recent work by Grosz and

M__.“nnwm_“_“un_““ m...a_anunq 85], is much less weil understod. Psychological literature on human

12¥That is, in
A: And took some coursey.. o
B: H.ﬁnﬁ:ﬁumnoa_unﬁ_.ooﬁuﬂ in high school.
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propensities for viewing objects in terms of one relationship or another has been largeiy
confined to children’s abiliry to construct taxonomic hisrarchies.

There are two possible approaches to the identification of the salient expressions and
orderings necessary for the caleulation of scalar implicatures in discourse: First, we might
identify one or more expressions which denote iters marked as salient in discourse and search
for any posets they may-appear in. Second, we might identify relationships marked as salient in
the discourse, see if they represent partial orderings, and then identify any expression in the
sentence under consideration which may appear in this poset.!> [ will examine each of these
possible strategies below.

6.3.1. Identifying Salient Expressions

As Gazdar notes, identifying orderings evoked by an utterance is not a simple matter of

identifying a lexical item in the surface mpresentation of an utterance as a value in some
- ‘ordering. However, neither is it a matter of identifying predefined values in some semantic
| mpresentation — as Gazdar and Hom in effect do. An expression may evoks an ordering in
., ;same contexsy which it will not invoke in others - even when it is part of an identical sentence.
mo. mention of some or could or three need not always convey —afl, —should, and —four.

lowever, it does seem plausibie that domain independent orderings may more confidently be
_.EEBR_ recognizable by both § and H. So, all other things being equal, a domain independent

Identifying a broader range of relations that support scalar E.u:.oﬁ.ﬁn. as [ have done in

Chapter 5, makes it even more difficult o determine whether or not some expression should be

1 a8 evoking a salient relation — i.¢., whether the identification of some relation is necessary
the interpretation of the uterance - by expanding the class of expressions which may evoke

orderings. I[n effect, any expression may license a scalar implicature, as suggested by
,135 ’

g:ﬁﬁ.ﬁ«gnaﬁﬁﬁgﬁsﬁaﬁaﬁﬁggaﬁgﬁsgr
rever, this is an open question. ’

gmggaﬁ.ﬁu:ﬂgs%
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227} A: Did the gid in the red dress spill a diet coke?
ﬁ a m She spilled a diet pepsi.
b. B: She spilled a regular coke.
n. m“ She spilled a glass of tomato juice.
- B: i diet coke. .
. .ﬁumw_m_mn the red slacks spilled  dit coke.
T8 il i illed a die .
: the green dress spil .
. m” ﬁ W_,_.n MM the w)an: slacks spilled a _&onwwown.
. w“ The boy in the red dress %Enn.w &nm co Wn
L B: The girl in the red dress will spiil a diet coke.

~h

- P

i diet coke.
j. B: irl in the red dress E._E—k a .
L5 e Mm in the red dress spilled the diet coke.

—

i i i i urse a UNHQ UHOU—OE
XP! ions ¥y Uﬂ —Qﬂﬂﬂmg ia some utte:
Te3510! ma rance is of co

How salienr ¢ i Potential solutions to the problem at hand may

ince salience in general is far from Eﬁna. el
m. : ing work in linguistic pragmatcs and t . 136 which may be signailed by
lie in oDgo S or CENTERING in the Al literature), . e
TOPIC (or COQC.. ﬁon”.nom in semantico-pragmatic cues. Amoang these, the best understood

i sodic, reain
syntactic, pro

synmctic and prosodic markings.

-language processing on sentence

6.3.1.1. Syntactic Cues

i item. Topicalizatons and
L. ay of focussing an item . :
marking is commonly seen as W wn@n lefts ((228¢)), and there-insertion
137

Syntactic .
other preposings ((228a)), itclefts Ru..umgv.
((2284)) may serve o mark items syntactically.

m .
ﬁnh A cat she’s going to E._u..
b. It's a cax that she’s going to buy.
¢. What .&n.wmomunﬂoga acat
e o of s be included among the
. cceptable indicator of salience, then such n_a.m- may e s
. Monﬁbo& E_,. mwa“m@_.bm salient expressions for the purposes of Eﬁ”ﬂhummn o
i o markin lish only part of the task: )
syntacti i accomplish only p . : -
e m . e n”“ m«.nﬂnﬂn means and not all salient expressions need
marked i trerance
can be in an u

syntacdcally marked.

. ‘focus® K g&umﬂnsgaﬂ_
Emwa—o!*!.uﬁnmunua B&ﬂn.ﬂeﬂﬂﬂgﬁﬁgg
discourse. .—.vnﬁﬂa 29 scalar implicacures — are drawn about

137 Among other things they do.

: tof the .
oﬁﬁ.ﬂmn._-gu.nunnﬂonin: as an ipdication of which ;
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© 6.3.12. Intonationat Cues

It has long been noted thas intonation can sarve 1o mark sentenice FOCUS or TOPIC, How
. prosodic marking is actually interpreted hag, however, been little studied. Recent work on
. socalled CONTRASTIVE STRESS [Culicover 83] and on FALLRISE intonation [Ward 85a]
uggests how thess two prosodic feanwes mark expressions ag salient. For each, an expression
ncluding the semantic representation of the lexical item which contdins the syllable receiving
ENTENCE STRESS!%8 would be a salient expression in our terms,

-3.1.2.1. FALL-RISE Intonation

FALL-RISE intonarion (See Note 61.) also helps to limit the range of salient expressions in
Seatence utiered with this contour. Elsewhere [Ward 85a], Gregory Ward and [ have proposed
procedure for identifying this range for a particular unerance made with FALL-RISE, which |
ill summarize below, Once this range has been identified, we can limit the set of possible

sets from which S has chosen a salient orderiag to those posets in which one of these
tentially salient expressions appears.

In sentences uttered with the FALL-RISE contour, the syllable
minence may mark a number of expressions as porentially salient
ample (recall thar \SYL/ indicazes SYL):

(229)
4. A: Did Liberals in southern Oregon vote for Hart?
b. A: Did Liberals ig the West vote for Hant?
¢ A: Did Liberals anywhere vote for Han?
d. A: Did anybody vote for Hart?
B: Liberals in southem CaliVfor/mia voted for Hart,

SYL receiving sentence
Consider the following

ked. If B's response is to (229b), however, then it appears that we should look at the
ession denoting southern California v identify ¢, and thar pares-of-the-western-U.5. is an
ropriate ordering here. In response to (229¢), in southern California appears 1 represent e;

i
ordering of locations of U.S, voters. Finally, in response to (229d), ¢; represents a value in

ordering of U.S. votars, liberals in Jouthern California, So, the fange of of potentiaily

SOt expressions includes at least these four, Note, however, that 230, where sYL is contained
erals,

(230) B: \Lib/erals in southern California voted for Hart,

:dognanﬂﬂﬁémuzni-g.
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in 229. Similarly, in 231, whers SYL falls

any of the quenes .
¢ response © Y e southern iself, whatever

P L b
felic1t@ momm_c_o salient expression will in fact

e o:&u rals in \south/em California voted for Hart
: Libe

r by drawing upon Liberman and
s is analyzed as a binaty feature
s would assign the

can be accounted  fo
nal theory of stress, in which stres:
G. For example, Liberman and Prince's rule .
: Liberals in southern California voted for Hart

the oot of the tree.

2077} relatio
K and STRON

WEAK (W) to the sentence
No (938" ) as in Figure 6-1, where R labels

(unter® R

o

m/
\ s
votad for Hart
scuthern

Figure 6-1: Metrical Stress Tree

in a lexical item LEX which is dominated by a weak node in the
in

ding urterance with unmarked intonation, only the expression
iy be marked as salient by FALL-RISE. Otherwise, larger
o nodes in the prosedic tee dominatng more than

:hnaonﬂﬁ

nration of LEX
nﬂhnum sings dominated by \
A Es”n candidates for expression salience.
8 .
berween the semantic representation of an utterance &, and .E.
Hﬁﬂnn nted in each, this sructure can be used to determine
ns E from such a prosodic tree a3 wozog.a“ .
th FALL-RISE, identfy SYL and the lexical i

g 3 mIPPIng |
o the lexical item3 .
salient expressio
gerance ¥ umered wi

Assumid

rem it i8
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2. Find the prosodic tree for 4, with unmarked/ neutral intonation.

3. Traversing the shortest path from LEX to R in this tres, for each Node, in this path
{where { indexes the nodes from LEX to R):
A, If Node, is weak (W), add the expression representing the lcaves of the
subtree roated at Node,; 10 E and end the maversal;

B. If Node, is strong (0), add the exprassion representing the leaves of the
subtree rooted at Node; to E and test Node; ;.

4. Each of the expressions in E yields a possible salient expression for Uy

Since liberals is immediately dominated by a W node in the tree above, in 230, where LEX
i liberals, the traversal defined above will end with the testing of this first node on the path to

| w, thus only the subtree rocted ar this node will be in E. Ia 231, only southern will be in E.
{ “However, in 229, no W node is encountered in the traversal until the trees represented by

alifornia, southern California, in southern California, and liberals in southern California
ve been added to E. So, four nodes 2re added to E for this utterance, as discussed above. By
ing an independently motivated relational theory of struss, we can provide a stwaightforward
account of the range of potentiaily salient expressions for an utterance uttered with FALL-RISE -
prosodic information is available.

3.1.2.2. Contrastive Stress

- In a srudy of the indirect speech acts performed by yes-no questions, Kiefer [Kiefer 80]
oposes that certzin yes-no questions which he terms FOCUSSED actually function as
i-questions.'>®  Focussed yes-no questions for Kiefer are simply yes-no questions in which
e constituent is marked by stress to indicate 2 BACKGROUND ASSUMPTION which S and &

aaambw share,

(232a){(232c) are focussed yes-no questions, with a different expression focussed in each,
while (232d) contzins no focussed element,

(232) .
a. Is John leaving for Stockholm TOMORROW?
b. Is John feaving for STOCKHOLM tomorrow?
¢. Is JOHN leaving for Stockhaim romorrow?

d. Is John leaving for Stockholm womormmow?

any of the four may be answered with yes or no, it is also possible that if § asks (232a)
ants H to answer the question “When is John Isaving for Stockholm?'; if she asks (232b)
y want to know "Where is John going tomorrow?"; and if she asks (232c) she may want
ow ‘Who is leaving for Stockholm tomomow? To obtain these wh-questions, Kiefor

E. [Hoepelman 83} n_Egﬁgggirnwﬂﬂﬂaqaﬂnﬂﬂoﬂgmag :
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sonstructs an open proposition from each focussed yes-ne queston by subsututng a pro-word
‘or the focussed element; this represemts the query’s background assumption. The questigner’s
equest, then, is for an instantiation of the variable in this open propasition.

Although Kiefer does not recognize it, not all instandations of his open proposition will be
xqually felicitous. (233a) is an odd
(233) A: Is John leaving for Stockholm on Thursday?
a. B: He's leaving for Stockholm on the tain.
5. B: He’s leaving for good on Thursday.
tesponse to (232a), and (233b), while a possible response o (232b), is a bit strange. However,
since his variables are not typed, his theory will not preclude such infelicitous responses,

Kiefer also errs in claiming that only FOCUSSED yes-no questions can elicit such indirect
responses; nor does he recognize that more than one ieem in the query can be treated as queried.
For example, all of the responses in 234 are possible responses 0 (232d).

(234)
a. B: Henry is.
b. B; He's leaving for Stockholm on Wednesday.
c. B: He's leaving for Paris tomorrow.

d. B: He's leaving for Paris on Wednesday.
e. B: Henry's leaving for Paris on Wednesday.

Finally, Kiefer's observations cannot account for the difference between responses that are
appropriate to (2352) and those appropriate to (235b).
(235)

. Is John leaving for the North POLE wmorrow?

b. Is John leaving for the NORTH Pole tomormow?

c. He's leaving for Greenland.

d He's leaving for the South Pole.
While both (235¢) and (235d) might be appropriate responses to {235a), only (235d) is an
appropriate (¢sponse to ﬁums.ﬁo As with FALL-RISE, contrastive saess on pole in {235a) may
in fact focus several expressions, including the North Pole and pole; but stress on north can
focus only north in (235b).

Culicover and Rochemont’s [Culicover 83] account of contrastive smess does
accommodate the focussing of more than one expression via stress in one lexical ieem. They
clair that the sentence FOCUS marked by contrastive stress can be determined directly fromt

140 gt i3, without some accompanying “He's not going Lo cither pole but...”.
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prosodic wees. However, their analysis would predict that any constituent that dominates the
item containing the prominent syllable defines a possible focus constimuent (1983:148). For
contrastive stress, as for FALL-RISE, this account allows to0 broad a focal range. For example,
Culicover and Rochemont's analysis would predict that contrastive stress on in in ix could focus
the entire expression liberals in
(ix) A: Did Conservarives vote for Hart?
B: #Liberdls IN California voted for Hart

California, and thus make it an appropriate response 0 A's query.

It seems likely that an algorithm similar 1o that presented in Secton 6.3.1.2.1 can idenrify
the range of possibly salient expressions marked by contrastive stress as well. Although such
information would thus be quite useful for the calculaton of scalar implicatures, it will only
occasionaily be available even in naturally occurring discourse. Also, intonational cues thar can
identify more than one salient expression in an utterance have not been studied. And, of course,
computational recognition or generation of such cues is not yet possible.

6.3.13. Semantic and Pragmatic Cues

The determination of sentence focus from non-prosodic semantic and pragmatic cues has
been proposed in studies of given/ new information status, discourse coherence, thematic roles,
definiteness and indefiniteness, reference and anaphora, and the goals of conversational
participants,

. 6.3.1.3.1. Given and New Information

In distinguishing berween GIVEN and NEW information, 4! Chafe {Chafe 76] observes that
mention of some class member can bring about the ‘givennsss’ of the class. For example, in his

. ‘bulldog’ exampies (reproduced in 236) the initia! uymerance might be followed by (236a),

(236b), or (236¢).

(236) Yesterday I had my class disrupted by a BULLDOG.
4. I'm beginning to DISLIXE bulldogs. (= [Chafe 76]'s 16b)
b. I’m beginning to diglike dogs, (= {Chafe 761’3 20b)
¢ I'm beginning to dislike animals. (= [Chafe 761's 22)

. * Chafe observes that, the higher the subsequent generic term in its classification hierarchy - or,
* acwally, the more distant from the initially menrioned item (e.g., buildog, above), the more
" difficult it is for the generic to be treated as given (and deaccenteded, for example). That is,
E_SBE. is less likefy to be meated as ‘in H's consciousness’ if § utters (236¢) than would

U MiCingieally, given mformation is information which can be asamed 1o be in H's cousciousness, through prioe
+ ' neTition or some other means. [t iy often associated witly linesr position in &n unezance; that is, given informaton is
. ..,Ewguanoﬂuw&oaﬂlag
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bulldogs in (236a) or dogs in (236b); thus, moving up a hierarchy diminishes the implici;
givenness that can be mansferred. Likewise, moving down the taxonomic hierarchy does not
produce a similar sense of givenness for bulldog in 237.
{237) I'm beginning to dislike DOGS. (= [Chafe 761's 23}
Yesterday T had my ciass disrupted by a BULLDOG.
Mention of an item higher in a classificadon hierarchy will ot impart ‘givenness’ to lower

ItBs.

Chafe [Chafe 76:130] accounts for this phenomencn in terms of §'s knowledge ang

AWareness:

Whenever a speaker’s knowiedge is such that, for him. consciousness of X necessarily entails
consciousness of Y, he will assume that the addressee’s consciousness of X entails
consciousness of Y also.

He notes that other orderings can impart a similar § assumption of mumual CONsCiCUSness, as the
whole/ part ordering evoked in 238.

(238) Yesterday my FANBELT broke. (= [Chafe 761's 25}
[ couldn’t use the CAR all day.

Mention of fanbelt allows car 10 be treated as given.

If givenness can indeed be associated with salience, as has been claimed [Bock 77, then
Chafe’s observations might heip identify salient expressions for the purpose of calculating
scalar implicature. If menticn of FANBELT can make car saliens for a subsequent utterance, then
presumably § and H can anticipate and identify this possibility. However, Chafe’s notion fails
to allow us to predict when items such as bulldog or fanbelt will not represent salient
expressions - i.e., when jtems which may be seen in some classification hierarchy or some part/
whole retationship will not evoke these orderings. So, although these observatons will prove
useful below in identifying salient orderings for some salient expression, they do little to help us
select among potentially salient expressions.
6.3.1.3.2. Centering and Discourse Coherence

Studies of discourse CENTERING seek to relate the coherence of a discourse to conceptual
and positional relationships among items and refercnces w them in a discourse and assumptions
that can be made about H’s awareness of those relationships. Work by Joshi, Weinstein, and
Grosz [Joshi 81, Grosz 83] suggests a simple approach to the identificadon of salient
expressions which does work for a restricted class of utterances.

Joshi et al. claim that a discourse will be more COHERENT when the BACKWARD-LOOKING
nmz.ﬂmmomwuunnﬂubnE&quuﬁnauﬂ%nﬁuaommoﬁc;?gﬁzog%&n
preceeding utterance or is functionally dependent upon one such forward-looking center.
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Forward-looking centers represent potential foci for subsequent utierances, and are defined
rentatively in this work to include the set of noun-phrases in the current utterance.i¥? Since
‘functional dependence’ is both difficult © define and intuitively 00 narrow, Ward [Ward 85b]
gsxtends centering to encompass backward-looking centers which appear in partial orderings
with some forward-looking center.

So, if coherent discourse is a goal of § and H, as is generally assumed, presumably we
might restrict the range of possibly salient expressions for u, w the forward-looking centers of
its predecessor utterance 4; or 10 a set of preceding unerances in C,. For utterances which
license scalar implicature, salient expressions weuld have to represent a center that is
funcrionally dependent upon a forward-looking center, or, following [Ward 85b], an expression
in some partial ordering with an expression in the set of forward-looking centers. So, the
“onwnon. of sentence centers would seem to represent a method of locating our salient
gxpressions.

{Joshi .mr Grosz 831's sequential/ conceprual relating of items in discourse does suggest a
simple solution to the problem -- at least for certain rypes of exchanges. In any of the
exchanges in 227 (repeated here for convenience),

(1) A: Did the girl in the red dress spil! a diet coke?

a, B: She spilled a diet pepsi,
b. B; She spilled a regular coke,
c. B: She spilled a glass of tomase juice.

d. B;-Jane spilled a diet coke.

e. B: The girl in the red slacks spilled a diet coke.

. B: The girl in the green dress spilled a diet coke.
B: The girl in the green slacks spilled a diet coks.
B: The boy in the red dress spilled a diet coke.
B: The
B:

ERl 2 L

i girl in the red dress will spill a diet coke.
. B: The giri in the red dress drank a diet coke.

k B: The girl in the red dreas spilled the diet coke,
for example, we might compare B's response with A's query to locare salient expressions as
follows: Let p; be the semantic representation of the DESIDERATUMI43 of A’s query and p; be
the representation of the respondent’s answer, Then, if p; and L/ _dnamoH simple nuuamm_.oa
dternates -- differing only in expressions e; and ¢; - and if ¢; and ¢; appear together in some
poset 0, s_u can term ¢; u__.n backward-looking center, related to the forward-looking center, e,
And, ¢; will be a salient expression of p. For A’s query in 227 and B’s response of (227a), 3__.

[

1 .
4%t it unclear whether they include noun-phrases from peior utterances & weil

Wy o
A specification of the epistemic state & questiover desires. Al ing i
declaratives, this stramgy will accomplish the desires _Sgsﬁﬁugﬁaﬁaﬂw?
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example, pepsi would represent a salient expression in this exchange and ser of sodas mighe
ntiaily salient ordering, since pepsi and coke might be characterized as members

represent a pote
o calculate expressions which B has mken o be salient

of such a set. [n this way it is possible t
- and, thus, to calculate those scalar implicatures B may be licensing.

When more than one prior reference has been made to distinct values on some ordering,
the selection of a salient ordering for a particular value reference should be even simpler. The

more points specified on some ordering, the easier it is identify it. For example. in 239, A’s

first query helps H to select among
{239) A: How many women in the company are managers’?

B: Thirteen.
A: Do women employess take more days of sick-leave than male

employees?
B: Non-management women do.

possible orderings on which women employees might appear [0 formulate a cooperative

response to A's second query.

In fact, it does appear that a simple expression aiternaic condition alone is sufficient to

identify salient expressions. Although the responses in 240 do appear
(240) A: Did the girl in the red dress spill a diet coke?

a. B: She spilled the beans.

-b. B: The girl in the red car did.
inmiidvely less ‘coherent’ than the responses in 227, to make any sense of them A must
postulate some set of diet coke and beans or dress and car - and —BEL(B, the girl in the red
dress spilled a diet coke) does seem 0 be a reasonable inference from both. However, when
these values appeaf in more than one poset, other means must be used o identfy which such

poset is satient {See Section 6.3.2.3.).

Of course, the concept of centering which Joshi et al describe is so far defined only for
entities, while salient expressions may refer to things other than entities, as noted in Section 5.1,
Still, Joshi et al clearly intend some extensions o other items.

More serious for our purposes is that a simple expression alternate p; immediarely

preceding 5y in the discourse will not always be easily discernible to permit the location of a
salient expression in p;, since scalar implicarures may be implicated when such a p; is not the
immediate predecessor of p; or when 0o such p, exists. In 241, for example, p; is separated from
il

by several intervening sentences.
simple comparison of ‘like(B, fruir)’ with

While the salience of apples and pears might be inferred by
*like(B, {applespears])’, how one Jocates the former

dlgorithms o hypothesize disco
- urse and local foci, confirm ,
propose substilutions where Decessary, e or reject these hypotheses,
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(241) A: Do you like fruit?
B: Why, do you have some around?
A: [ can get some.
B: Well, I like apples and pears a lot.

is not clear. i P
._Enuoﬁ cﬂunon_wwrﬂ” licensed implicature ~BEL(B, / like fruit other than appies and pears)
simply by matching semanti . .
And for other utterances — say 242 g c representations of contiguous utizrances.
(242) Some peopie left earty,

o p; at all may be avai ; ,
o Mmﬂp.ﬂn_ EH ailable for comparison. So, this procedure for locating salient expressions
Finali ; .

u»nwaﬂn._“_nﬂ“sﬂ““ Mo«h- et al . define &uooEuo coherence in terms of forward- and

the post facto ‘what is | H_MH_._,% few insights on how 0 identify these centers (beyond

centers once they are fo _EM.Bmo E&wﬁu_o ) and no swategies for ordering forward-looking

in B's response ia 227, for ' : .._mz cemering will allow A to identify salient expressions

from the 33»&;85.& Ruﬂu_“u u aw.: vl nQ felp B to choose the most salient expression

dress, ..., a diet coke ...}’ g.”vo X a:.uQ.. (the girl in the red dress, the girl, girl, the red

help us to idenify scalar implicanures postulation of 1 single backward-looking center will not
tmplicarures anising from the salience of mors than one expression in

4o utterance.

6.3.1.3.3. Local Focus

In her com i
putational account of LOCAL FOCUS, Sidner [Sidner 79, Sidner 83) presents a

strategy for tracki i
| king the focussing process throughout a discourse and using information thus

obtained to resol ; :
utterances, ann“n“nﬂo n”oB_umnnnnR Using syntactic features and thematic (case) roles of
provided by subsequent anaphoric reference, Sidner provides

and

Noun- i initi
phrases in an initial utterance are preferred for the DEFAULT EXPECTED FOCUS LIST

inthe following order: 144

« the subject of 2 there-insertion clause or an ‘isa’ sentence;

- # the THEME of the sentence, which S
! » idner defines ag the : .
Ennagomgnwguwnﬂﬁnonomﬁnﬁ&“xwo&asnonﬁmns&nuﬂm

" ethe .
N other case roles present in the sentence, with 2 weak preference for GOAL or for

any role filled by an indsfinite, with AGENT ordered last; '

L
mu,gaﬂgngﬁigﬁﬁnﬁasmuﬁasﬂg
“‘”.EWGE?E«EEaEEQ?SﬁB.
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tence’s VP, which may be specified by a nominalization of the verb.
« the 5600 '

by this means may be rejected when unacceptable no_.mmmaamn is predicted
ap ieD mo_mnﬁn ¥ and another member of the default focus list substituted as discourse focus,
ig the discourse
ater 10

i discourse to any term in a
EOCUS SHIFT during the .
'e theory accommodates e
o rance. Potsndal foci for such shifs may be anticipated on the same basis as &a
- _.EM H Eﬁ. focus list; actual shift is confirmed or rejected by subsequent anaphoric
efa : . i
g son is also made for a reurn to previous foci -- FOCUS POPPING EAEn
L ce of a FOCUS STACK. Potential referents are collected in a
nan

Si
subseqV
choics of .
reference. Provi :
discourse, through the EEuﬁ. :

stack, created by ranking NP'S .
mon:u.os. in the discourse; This stack will be searc!
nﬂnﬂﬂﬂ

focus List

from most o least likety to represent the “focus of
hed after the discourse focus and potentai

Sidner's restiction of possible foci w noun- and verb-phrases, like [Joshi 81, Grosz 83]'s
1

ing to noun-phrases, clearly represents a serious problem for our purposes.

restriction of nnnﬁ_.o_u in 2 sentence can represent a salient expression for the 958%. of

Since gy Mww_ﬁaw.n o any constiment's semantic representation may Serve s salient
g scalar implicarure,

_ mIno! i i ark focus provides
suppere™ accepted nodon that contrasgve Siress may ml :
express - o“ EBM“ mﬁﬂvnub be focussed, as in 243, where UNDER seems obviously

uppo
ipdependent §
1o be the item focussed.

(243) 1 left the book UNDER the table.

milarty, in 229, identifying the senience’s focus with the NP
H 1

fr the RED book under the table. . _
aantie that it is not the enrity but one of its attributes

inmirive notion R
the red book docs not capture the A s and vp's from consideration as foci thus

i3 being atended to. Exclusion of all but NP’
that

the use of existing algorithms for the definition of salient expressions.
fisnits

ga14 Communicative Dynamism

i i for
veral expressions may be salient in a given sentence, an ideal mow..”.. .aﬂw”“ o
de us with information about the degree 1o which ite A
ATTVE DYNAMISM (CD) by the Prague School has
mmumnicative dynamism (CT) o<o_.. the
any element is determined

Since s :
purposes would also provi
_o.&,qonﬁ, in 1 discourse. Work in COMMUNIC
. smdied the ‘distribution of various degrees of co ppl
o8 r3 within the sentence’ [Firbas 65:170]. The degres o el
-y <tent to that element contributes to the development of the comm . ot
by e i * of the element. For example, the lowest degree
unt of ‘givenness’ o
1 a the amo

. P ', Other ¢lements are
) e ire ' and the highest with its ‘rheme’.
is associated with its ‘theme’ an
sentence 13
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|, associated with communicative ‘transition’, and carty an imtermediate dagree of CD. Again,

this research has far to go before it can predict reliable orderings of focussed elements.
6.3.1.5. Defining Salient Expressions Using Focus

Limited though our current understanding of focus may be, research on this topic holds
out hope of an (eventual) independent source of the salience information required to calculats
scalar implicatyres. Although 1 will nsither propose a new theory of focus assignment nor
commit myseif to an existing focus algorithm, I will assume in the remainder of this work that
some such algorithm is available to rank expected foci. In this section | suggest how focus

information mighr be used to predict salient expressions for the generation and interpretation of
scalar implicature,

Assuming the availability of informarion abour can we make of knowledge about the
degree of speaker/ hearer attention each item is receiving in the discourse for the purpose of
anticipating or interpreting scatar implicatures? An obvious approach is to say that the more in
focus some item is the more likely it is figure in a scalar implicature. Say § wishes o convey a

- sealar implicarure via evocation of some ordering Q. Then, if § believes that s/he and ¥

mutiaily believe that some ¢, in O denotes an item thar is already salient in the discourse, S will
anticipate that his‘her use of a sentence conmining ¢, to license a scalar implicamre will be
likely to be correcdy interpreted by H. The justification for this claim 18 as follows: If some
iem v, represented by ¢, is salient in the discourse, it seems plausible to assume thet irems it is
related 1o will also be salient, along with the metic by which these items are related to v

Kiefer's account of focussed yes-no questions supports this strategy. In effect, the focussed
- item is the item most likely to be mentioned in a subsequent utterance or ‘replaced’ with another

value in a salient ordering. Qgiiuﬁmgwgangmggmﬁnnoﬁ_

., dependence, 2 poset relation {Ward 85b], or some other relationship [Grosz T7), most studies
~count this a form of focus maintenance. .

An alternate strategy might also seem plausible: that § seeks to maintain discourse

coherence by continuing to mention focussed items and by ‘replacing’ items not in focus by
values in some ordering. However, this hypothesis seems intuitively less satisfying than the

-approach I have taken. Consider the oddness of B's response in (245a), when A has marked
+ George as

{245) A: Did GEORGE bum the cake?
4. B: He burned the cookies.’
b, B: Harry did.
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1 focus by stress. |46 (245b), on the other hand, seems much more appropriate. So, focussed
ems do seem to be salient items for the purposes of licensing or interpreting scalar implicature;
"hat is, when § licenses some scalar implicamre, that scalar implicature will either draw upon
ne salient of some item v; aiready focussed in the discourse by mendoning some value in an
wrdering in which v; appears, or S will focus arention upon some ¥; in his/ her utterance which

/he intends to license a scalar implicature.

A look at some naturally occurring discoursa illusrates this stategy: In 140 (repeated here
or convenience, with smessed items are in uppsr case), A first queries a lower value in an

yrdering
(1) B: I as a result of my extensive investgations and especially on an
inmernational basis - I was invelved in industrial and govemmental
espicnage so | had 1o be very careful about —

A: CIA suff?
B: Pardon me?

A: CLA smff?
B: We (PAST) HAVE worked WITH them.

A:lsee.
B: I (PRES) don’t work FOR them.

A:lsee. A
B: Uh I (PRES) work FOR my corporanion.

A: Uh huh. . o
B: I (PAST) have also worked with security 0rganizanons, the FBI --

A: Uh huh.

B: And the intelligence groups. But what happened was 1had o

remain silent about my inheritance because uh we were threatened.
of industrial and governmental espionage employers. B first evokes tense and VP orderings,
past! present and work with/ work for by sessing them, to clarify her relationship with the
focussed item CIA, while mainraining CIA as the wpic of the discourse. She implicates
—BEL(B, We now work for the CIA), as she states in the next utterance. B then refers © A's
ordering of industrial and governmenial espionage employers by mentoning my corporation.
In the same utterance, however, she aiso refers to the previously evoked tense and prepositional
orderings. In her mext utterance, B refers to other values in the samec three orderings,
mentioning tense, work with, and securizy organizations in general and the FBlinp
this uttsrance she implicates —BEL(B, / now work for security organizations) and —BEL

now work for the FBI).

articular. In
(B, ]

Without a more reliable independent test of focus, it is impgssible to test this associadon

145 g8 stress here to mark focus since it seems the least embiguous method.
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between focus and salienr expressions more objectively. Tentatively, however, I will propose
that, given any focus algorithm, the ordering of salient expressions for the purpose of inferring
or anticipating the inference of scalar implicatures will be the order of focussed items - from
most to least in focus. However, given an ordering of possible foci, we must then determine the
point at which items become ‘too lintle in focus’ to be counted as salient. This remains an open
question.

Clearly, however, if some expression ¢; is marked as salient by some focus algorithm but
if § cannot discern or does not believe that H can discern any ordering in which that expression
occurs, § will not make reference to ¢; to license a scalar implicature. Altemativety, if more
than one such ordering in which ¢, appears exists for § -- and may be assumed discernible by H
- § will need to choose that ordering which H is most likety to discern to ensure thar hissher
implicarure is properly understood - i.e., 5§ must select the most salient ordering in which €;
appears.

- 6.3.2, Identifying Salient Orderings

Although the salience of relations in discourse has been less studied than the salience of

entities and anributes, [Grosz and Sidner 85, Conklin and McDonald 82] thers has been
considerable discussion of those relations which may hold among propositions in the discourse
.t account for discourse structure, [Hobbs 72, McKeown §2, Mann and Thompson 83, Mann 84]
. However, these authors have been more concerned with identifying the range of possible
relations between discourse units than with how speakers salect from this range, Even if salient
b expressions can be ideatified in the discourse, knowledge of which relations are also salient will
” _.d peeded to select among possible orderings for salient expressions. In addition, where

Eun_uaunnﬂ . informaton about salient expressions is ambiguous or E_nma._na_o. salient
ogﬂggagﬂﬂmnugoﬁu That is, if an ordering O, is salient in the
i discourse and if some expression ¢; appears both in the current sentence and in O}, the salience
o of 0 might indicate the salience of ¢, Thus, the salience information necessary for the
£ gencration and imterpremation of scalar implicature might be acquired by looking first for a
. salient expression or by first locating a salient poget. |

It should be evident from examples such as 218 and 219, 222, 225, and other exchanges

_uauouﬁ._ above that a given expression may evoks a mumber of different orderings, A
...Bovauuﬁ.hgnggaawﬂoaaangnﬁgmgcwhigﬁmﬁaﬁh
 defines it — but the most salient such ordering for the particular exchange. Of course, § may

instead attempt to make' an ordering salient for H which s/he does not believe is already salient
[ H — by evoking it via mention of some valua on it ~ but only if /he thinks H will recognize
th the ordering and the process by which s/he has evoked it,
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While the need for S to reason about which ordering H may perceive as salient for a m?mn
expression is easiest 1o see where domain-dependent orderings are invotved, méw expressions
used to evoke the canonical, domain-independent orderings like the modals Eu%._umna.mn evoke
soms other ordering, as in the following hypothetical exchanges between a hospital visitor and
padent in 246:

{246} A: Can you get out of bed?
a. B: I'm supposed to at least once a day.
b. B: I can sit up.

Since can may have either a modal or an ‘ability’ reading, it may evoke a deontic ordering
((246a)) or an ability ordering ({246b)).

Temtative and partial answers to the question of how one locates the mosi .mm:on.z H_mno.a
for a particular expression in 2 partcular senence may nonetheless cn moum:n.:._ this domain
independent/ dependent distnction as well in information w_uoﬁ which orderings _._ms.u cnﬂw
salient previously in the discourse, in cognitive science studies of :EHWEH perception o
relations, and in clues that particular metrics provide as to the salience of relations they order.

6.3.2.1. Selecting Salient Classification Hierarchies

To date, the major studies of human choice among potentially salient ordering reladons
have focussed upon children's ability to classify. [Inhelder and Piaget 64, Rosch 76, Z»ﬁw_..amu
83, Gelman and Baillargeon 83, Sugarman 83, Waxman 85] That is, How have cnnm mainly
concerned with identifying the development of children's ability to classify .Exo:oEEEG as
opposed to imposing thematic or idiosyncratic organizations upon groups of E.uEm. . moi_“..n_._
one segment of literamre on adult classification does mnmmsn. how to identify salient
classification hierarchies when some such hierarchy is found to be salient.

Scalar implicatures licensed via a classification ordering present uonnmﬂ.uncw._nﬂu for Sn
selection of a salient ordering, since classification hierarchies are potentially infinite. That is,
we might represent the following classificarion of pets finitely, as below:

lilac point blue point
Siamese Burmese

cat dog

pet

But, for any classification hierarchy, the most specific levels in that hierarchy may always be

157

further specified, even if that specification is somewhat idiosyncratic, as say, round-faced lilac
points, round-faced lilac points with double paws, and so on.

While it is clear that B may license the implicamre ~BEL(B, / have a Siamese) by his/her
response in 247, it is not clear that we want to say all the (potentially infinite) higher vaiues in
this and similar hierarchies will also be the subject of implicatures via this utterance — e.g.,
—BEL(B, ! have a lilac-point Siamese) and ~BEL(B, ! have a round-faced lilac-point Siamese),

(247) A: Do you have a Siamese?
B: I have a car.
And, in 248, we would net want to say that B’s response licenses

(248) A: Do you have a per?
B: I have a cat.
the implicature ~BEL(B, / have a Siamese}, although Siamese is a higher value in the hierarchy
than the mentioned car and the ordering is clearly saiient in this exchange. Also, in 249, B's
tesponse may indeed license ~BEL(B, [ have a Siamese), just as,

{249) A: Do you have a Siamese?
B: T have a pet.

in 250, B's affirmation of per may implicate —BEL(B, { have a car).
(250) A: Do you have a cat?
B: I'have a pet.

But it seems odd to say that B may implicate ~BEL(B, / have a lilac point Siamese) in either
249 or 250. How then do we explain the limits on scalar implicamure licensed in 247-2507 A
clagsification hierarchy is clearly salient in these, but it does not appear 1o be the same in each,
And for none of these responses would we want to say that the salient ordering is an infinite one
- but how can we bound such orderings in a principled way?
6.3.2.1.1. Basic and Entry Levels Defined

Students of buman classification have long debated whether or not certain levels of

 abstraction in classification hierarchies have particular psychological significance, BasIC

caegories have been defined by Rosch [Rosch 73, Rosch 76] as those categories in
classification hierarchies which carry the most information; are most differenriated from other

* members of the hierarchy at their level; are the most inclusive categories whose members have
- a significant number of attributes in common; have similar motor programs and similar shapes;

and can be most easily identified from the. averaged shapes of members of the class. While

.Rosch’s first examples were of color and form, her findings were soon generalized 1o biological-

classificatons and to hierarchies such a8 food and furniture,

Rosch was particularly intsrested in identifying prototypical members of these classes.
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Impirical studies lead her in [Rasch 75] to adopt Wingenstein's ‘family resemblance’ notion,
hat prototypical members of categories are those which possess the most atrributes in common
wvith other members of their category and the fewest in common with members of ather
amgories. So, robins are prototypical birds because they exhibit a high proportion of those
(ributes common to all birds and fail to exhibit arributes which might link them with
:ompeting categories, such as fish or repale. Bars are atypical exemplars of the category bird,
jince, while they have wings, they have fur instead of feathers. Thus they share important

iributes of the class mammal,
In a standard classification hierarchy entities are assigned to one of four levels, ranked on
he basis of decreasing generality, from SUPERORDINATE to INTERMEDIATE w0 BASIC w
JUBORDINATE level. An example of such a hierarchy is:
!

animal Superorderinate

B»L_Ba Intermediate
nuum Basic

vonm.&n Subordinate

‘ntermediate levels are often difficuit to determine. The basic category dog in this hierarchy,
jke other basic categories, can be identified as ‘basic’ by a number of genemlly convergen:
#s18.147 For example, a basic camgory often corresponds o the highest-frequency item of the
rierarchy in vocabulary counts - as does dog. Also, the word for the basic category tends to be
earned ealier thin words expressing other levels. [Anglin 79] And this category is often the
east absmact member of its hierarchy that is monomorphemically lexicalized, as is dog or chair
. the hierarchy furniture/ things to sit on/ chairf armchair. For some domains, such as color
ind shape, it has even been argued that this later feature is universal; for example, few or no
languages have a single word for ‘a washed-out pinkish-red’ or have palymorphemic

‘red’. [Berlin 69]

Basic categories are also nawmral candidates for ostensive ingoducton: [Fodor 81) that is,
ane cannot teach poodie ostensively to child who has not already been mught dog, and similarly
with pale red and red. Basic cawgories are typically the most abstract members of their
hierarchies which differentiate individuals of approximately similar appearance [Rosch 76}
While subjects can draw a dog, for example, they cannot draw an animal; similarly for chair

14T ere particular basic catzgoties are identified in exampies in this section, they have besa verified by (others’)
empirical research along the lines presented below.
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and piece of furniture. Objects belonging to same basic category have a greater degree of shape
overlap (when considering canonical depictions) than do objects belonging to the same
mnv.n_d_.&nmﬁ category but not 1o the same basic category; and objects belonging to the same
basic muRmoQ do not have significantly less overiap than do objects belonging to the same
mncon.nﬁmno-”oﬁ_ category.™®  There is also considerable evidence thar perceptual
En_.unmomno_ﬁ which invoive access of basic caregories are faster than those involving ‘non-
basic categories. [Intraub 81] For example, when subjects were asked to find a picture of a
s..oBE_ walking a dog they accomplish this task more rapidly than when they are asked 10 find a
EﬂEﬁ of a woman walking a poodle. Subjects can also name objects or match names with
picrures faster at basic level [Brownell 78, Hutcheon 70, Rosch 76, Segui 68, Smith 78] These
_.Mm“_nﬂ suggest thar basic caregorizations may be made on the basis of the visuai properties of
objects.

mu&m categories also yield INFORMATION PEAKS when subjects are asked to list properties
of categories: They can list more properties of basic categories than of more abstract caregories
EE.EQ few more properties for more specific categories than for the basic level. Also, more
subjects tend to list the same arTibutes of basic categories than they do of other levels. m:.E.noa
in._d also asked to describe motor behaviors that they would emit in the presence of specific
oSoﬂmﬂ. more common motor behaviors were listed for basic categories than for other level
_Bﬁmona. It has been claimed that basic categorics encode the most information per unit of
._E_m.BnE {Fodor 83]; thus, by Grice's maxims of Quantity and Manner, this observation
predicts that, ceteris paribus, basic categories are the natural ones to use for describing things
cuon.on. B3] claims that the basic level thus represens the preferred or defauit level om
aaﬂ%.non ¢ven where more information is known - unless special circumstances indicate
o&n.s-m.o. That is, basic categories are phenomenologically given, providing the natural level
for describing things to oneself as well as 1 others, 149

While accepting the basic notion of a psychologically privileged level, Jolicoeur
E_Sug that 3 more sophisticated notion of ENTRY LEVEL is required to accommodate
subjects’ responses to some of the tests of this leve! when atypical members of basic categories

1 . , .
tﬂi%aESngg-g?%nng&iEEEE

. e category of the object, they could perform the sk e

: 0 shapes were drawn from two members of a basi

: .gﬂlﬂﬁua.aﬂ%ﬂug B .ﬂﬁ&annaa_ﬁnﬁa&aaaﬂ-.fm
. bamana ne fruit were averaged; e.g., it was hard to ideatify the sverage of apple and

© O epe S .
. course, the basic level for particular hierarchies may be mnfluenced : .
* it [ have grown up in 4 fishing vill : y . SEEEE.&@B«BP?.
. ...|a-w_.n-vﬂ%nbmﬂwuﬂﬂn. Y 40 intermediatz caiegory with mammal zd reptile
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are involved. Their empirical studies reveal that, for arypical members of a basic category (as
for chicken an arypical member of the basic category bird) the arypical subordinate (e.g.,
chicken) will pass the tests for ‘basic level’ discussed above. That is, the ‘entry’ level 0 a
classification hierarchy will be a function both of an item'’s positon in the classification
hierarchy and of its rypicatity at thar level. Atypical members of a basic category tend to have
their privileged or entry level at the subordinare level, as in (251a), while typical members have
(251 A: Did you see any birds?
a. { saw a chicken.
b. I saw a robin.

their entry level at the basic level, as in (251b). That is, while accepting the noton of a
privileged level in classification hierarchies, {Jolicoeur 84] find that, for atypical members of a
basic category, the diagnostics for basic level such as those described above are actually
satisfied more often at the subordinate ievel.
6.3.2.1.2. Bounding Hierarchies by Entry Level

Now, returning to the originai probiems identified in 247-250, T propose to account for the
apparent bounding of the classificaton hierarchies salient in thesc exchanges in terms of a
hierarchy’s entry level. In the pet hierarchy illustrated above, per will represent the
superordinare level, car the basic level, and Siamese the subordinate level, with Llac point a
member of some sub-subordinate level, Siamese is not an arypical member of the type cat, so
the entry level for this hierarchy should be its basic level, car.

Note that, while items more specific than the entry level for the pet hierarchy may indeed
be mentioned to license scalar implicamre, where all other things are equal the entry level will
pose a default bound upon licensed implicatures. So, when a classification metric is salient, we
can normally take the resultant salient ordering to be bounded from (above in my representation
but below in standard classification hierarchies) by the hierarchy’s entry level. So, in 248, for
example, B’s response will not license —~BEL(B, [ have a Siamese) because this level will not
be a part of the exchange's salient classification hierachy; that is, while B’s affirmation of cas
will license his/her lack of commitment of higher values, Siamese will not be a higher value in a
‘pet’ classificarion hierarchy bounded {for Siamese) by the basic level car. Of course, if some
more specific level of the hierarchy is mentioned, 2 larger ordering must of course be wken as
salient. In 247 and 249, thus, the salient ordering will include the subordinate level, However,
more specific levels will be added to the salient hierarchy only if they, or sdll more specific
levels, have been explicitly evoked by mention of 2 member - as, Siamese. So, in such cases,
scalar implicamures will be licensed only up to and including the most specific evoked level of a
classification hierarchy, B's response in 247, for exampie, wiil license only the implicamre
—BEL(B, I have a Siamese), In effect, then, scalar implicarures will nat be licensed ‘above' (at
2 more specific level than) the basic level or above a more specific evoked level. Some further
examples should illustrate these findings.
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Say we propose 2 path in a classification higrarchy as follows:

mE._E&. Superordinate

mammai
| Intermediate
feline
f
tiger Basic

i
siberian tiger  Subordinate

Mw_“d u._una.“nca_a wﬂ as Em.mnmﬁa. with an intermediate level at either feline or mammal. Then, if

0 uoﬂ n”,mﬂh.m query in 252 with (252a), s/he can implicate —~BEL(B, (252b)), since tiger
resen erarchy’s basic level and is a higher value in a / i

feline. Since figer represents a 8 7pef subeype ordering thas

(252) A: Was that an animal over there?
a. B: It was something feline.
b. B: It was a tger.
c. B: It was a Siberian tiger.

NERMM_ pﬂﬂﬂn. wwmﬁ“ﬂ u““nau _.uu.mg»c_o that B has considersd this and other typical animals byt
ety hat oo .E..ﬂnEE. one of 9.«5. .wcr if B responds with (252b), it seems
et vadeny, oo implicate that the animal is not a Siberian tiger or some other more
o _B“n_ o nnan.uhun.mnoﬂm that the o._.u.w level of a classification hierarchy establishes its
e T ~~ not ou_& for simple description but for implicit meanings such as

i course, B may indeed choose to respond at a more specific level than the

. enmy level, as in (252c). Note, however, while such a response may alter the ‘default’

Mﬁgﬂ “E .om noﬁ.._ ~ in this case to the subordinaie level — no scalar implicanires will be
beyo EE. mentioned level, That is, A will not infer that B cannot commit kim/herseif
to some more specific description of the Siberian tger, such as blue-eyed Siberian tiger.

u“_ E.avo% that n. o_nm&nﬂnon hierarchy’s entry level will establish a defauit boundary
beyond which scalar implicatres will not be drawn — in effect, creating finite type/ subrype

" orderi ot .
rderings from potentially infinite ones. While S may evoke a larger ordering by explicit

mention of a more specific level, this mention will only serve o raise the defanit boundary to

: .. the mentioned level,

§ may aiter this defmuit appropriate level of detil in (at least) one ‘other way:

. Barcelu [Barcelu] notes that, when S says 253,

(253) 'm thinking of something and it's not a dog.
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H will infer that S is thinking of ‘car’ say, over choices like ‘parakeet’ ar ‘hamburger’. We
might account for this preference by noting thar car is intuitiveiy ‘at the same level’ as dog ina
classification hierarchy. Furthermore, we could interpret this licensed inference and those
licensed by similar utterances as scalar implicatures: In nnmaz.um a value in a classification
hierarchy (or, type/ subtype ordering), S may license ~BEL(S, —alrernate values), by Imp,,
where dog and car are altsmate values. This cbservation suggests another way by which § may
modify the default salient level of a classificadon hierarchy. Car and dog are both basic
categories, and, thus, an exchange like 254 will license no impticamres about values mor
specific than dog in the pet
(254) A: Do you own a dog?
B: l have a cat.

hierarchly. However, when S mentons a value in & classification hisrarchy which is alternate to
4 value already salien: in the discourse — i.c., a value at the same level in that hierarchy, even
when that level is not the entry level for that path in the hierarchy, it appears that S may set the
default level of the hierarchy at thar level.

Consider, for example, the following hierarchy of household goods, from the
superordinares furnirure and cookware down to the subordinate armchair:
household goods

furniture cookware

things to sit on baking equipment

chair bench
armchair

exchange in 255. While cookware is not ar the basic level for

(255) A: Does Jane need furnmiture?
B: Cookware.

this hierarchy, its mention does not seem to license scalar implicaturcs about more specific
(higher) members of the hierarchy, such as baking equipment. Yer, clearly, part of this
hierarchy is salient, since B can implicate —~BEL(B, fane needs furniture) by the response. So,
it seems that § may alter the default appropriate level of detail by reinforcing a more general
level previously salient in the discourse. In 255, A has made the superordinate level salient by
his’her mention of furnirure, and B responds at the superorderinate level with cookware. In
such a case, the reinforced level will represen: the salient level for the discourse, and the
hierarchy will be bounded at that level.
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lo sum, thers are at least two ways S may alter die default level of a classification
hierarchy and thus bound these potentally infinite orderings for the interpretarion of scalar
implicatures. The default boundary for any classification hierarchy is the entry level for any
path in the hierarchy. S may reset this default either by mentioning a more specific item than
the entry level or by mentioning a less specific item at the same level (altemnate to} as an item
previously salient in the discourse. Whatsver action S chooses to take, scalar implicatures will
not be licensed beyond (higher or more specific than) this revised level.

These observations help determine how to define the portion of a classification hierarchy
that will be salient in an exchange — given that some classification hierarchy is salient. Chafe's

"examples (See Section 6.3.1.3.1.) suggest that classification hierarchies may generally be

assumed salient, since mention of some value in them imparts ‘givenness’ to other values. That
is, S may anicipate that, if H does not already view such orderings as salient, s/he wiil be able
10 recognize their evocation. So, § may anticipate that H will be able to work out implicamres
which rely for their interpretation upon perception of a classification hierarchy (type/ subtype

6.3.2.1.3. Extending ‘Entry Level' Beyond Classification
While no similar investigation of human perception of other ordering relations has been
made, it does seem reasonable that other orderings too might have their ‘appropriate level of
detail’: The general problem has been recognized in the literarure. In discussing his example of
clash between the maxims of Quantity and Quality (illustrated in 256, Grice observes that B’s
response is clearly not appropriately derailed, aithough it is as detailed as B can wuthfully make
it Recall that A is planning his French holiday. B knows A wants to visit C.
(256) A: Where does C live?

a. B: Somewhere in the south of France.

b. B: In Marseille.

¢. B: On Rue de Janvier in Marseille.

d B: In a tiny one-bedroom spartment in a three-story brick building

on Rue de Janvier in Marseille.

By saying (256a), Grice claims that B implicates s/he does not know which town C lives in
For, if s/he did, /he should have mentioned it, since A will need that information to locate
C. The question is, if B had responded (256b), could she have implicated —BEL(B, (256c})?
Or, if she had responded with (256c), could she have implicated ~BEL(B, (256d4))?7 So, again,
we have potentially infinite hierarchies — in this case defined in terms of specifit 7y of
information. However, it is less clear how (o assign a priori to any such hierarchy a privileged

m.ﬁ.wEEBSaERErEEEEEHEE&BSEa?.&
gﬁﬁgﬁggéﬁﬁo&ﬂﬁ—?g_ﬁasngﬁﬁazazﬂ .
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svel of informativeness. Consider how the ‘appropriate {evel of detaii’ in 256 will change if,
astead of planning to visit C, A is merely inquiring as to what has become of his‘her old friend
>, So, when generalization/ specialization refationships are salient, while it does seem both
ppropriate and even essential to assign some ‘entry level’ into the hierarchy, it seems less easy
3 assume that this level will be independent of context.

3.22. Salient Orderings from Speakers’ Goals

Linguistic and AI research on speech acts, planning, and goal inference has convincingly
rgued that speakers’ goals can determine what is relevant or salient in a discourse. [Morgan
8, Hobbs 79b, Allen 80, Pollack 86] For example, depending upon the goals of the exchanges
1257, B might choose to evoke one of several possible orderings.

(257) A Are the Yankees in town this week?
a. B Guidry is,
b. B; The Mers are.
¢. B: They're in town next week,
!ach of the responses in 257 will be appropriate in the comesponding contexts in 258.

{258)
a A: I need to interview a pitcher about this new beanball rule. Are
the Yankees in town this week?
b. A: [ want to take some clients to a game this afternoon. Are the
Yankees in town this week?
¢. A: Maybe we can see Henderson break the record. Are the
Yankees in town this week?
f A's goal is inzerviewing a pitcher, then the subset of Yankee pitchers will be salient after
is’her query. If A's goal is finding a ball game to take clients to, then the set of baseball clubs
1 New York will be salient. And, if A’s goal i3 t0 ses X break a partcular record, then a
:mporal scale will be salient. Although it is easy 10 analyze these exchanges ‘aftsr the fact’,
owever, it is not clear how S goals can be mansiated into salience information in general -- and

1o information about salient items and rejationships in particular.

[Grosz 77, Hobbs 79a] propose that, in task-oriented domains, the stages of the process
y which that task can be accomplished will be relevant, since $°s goal is to accomplish a
rocess in order w0 accomplish a task. If this assumption is comrect, then we might propose that
rocess orderings may be supposed to represent salient relatons in such domains. So, in
Hobbs 79a]’s exampie {reproduced iz 259), where the
(259) A: Have you disconnected the air line?
B: Iicosened it
1sk is to assemble an air compressor, disconnecting the air line i3 a relevant process since B
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must accomplish it in order to accomplish the task as a whole. So, we can say thar stages in this
process are salient here and, thus, B can anticipate this recognition on A’s part when A
inteiprets the implicature B licenses that ~BEL(B, / disconnected if). Of course, even in non-
task-oriented domains, such implicarures may also be generated and understood, so this
explanation is partial at best

Pollack [Pollack 86] proposes a more general model of pian inference which also permits
simple location of some types of salient relations for our purposes. Distinguishing GENERATION
reiations between actions from ENABLEMENT relations, following studies in the philosophy of
acton, Pollack defines speaker goals in terms of plans which are built up from such reiations.
In simple terms, when one action o generates another action P, then an agent need only do o
and B will automatically be done also. So ‘turning on the light’ by ‘flipping the switch’
represenis a generation relafon berween the mentioned actions; ‘Ripping the switch’ generates
‘turning on the light'. When o enabies B, then an agent needs o do something more than o to
guarantee that B will be done. ‘Knowing where the switch is’ enables ‘turning on the light by
flipping the switch’. The plans Pollack infers are in effect parriat orderings of actions related by
generation of ensblement. Thus they support scalar implicature, as in 260. Implicanures based
on similar orderings

{260) A: Did you turn on the light?
B: I flipped the switch.
have been discussed in Section 5.1.9 as implicatures deriving from the perception of procsss
orderings or prerequisite orderings as salienr Since plans inferred from a discourse can
plausibly be assumed salient for S and H in that discourse, these plans will thus represent salient
relations for our purposes.

63.23. Selecting Between Duals

A problem in discerning salient relations by identifying salient expressions which refer to
them involves differentiating between duals, or, posets 0; and O, which differ from one another

_ only in that, where the metric G; ordering @; orders any pair of expressions ¢;and ¢; s eoie;,

the mewric o; ordering O, orders ¢; and ¢;¢;0;¢,. This is the noticn discussed in Section 5.1.4.1.3
that some orderings appear to ‘reverse’ other orderings defined over the same set of
expressions.

Consider orderings of temperature degrees, ordered by either is-colder-than or its duai,
is-warmer-than. Each mention of a temperature may thus evoke at least two posets, Suppose
that, after a cold winter the weatherman has predicted relief from the bitter cold. B returns from

;* getting the paper to be greeted by A, who is just getting up.
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(261) A: Is it warm outside?
B: It's no 60 degrees out there,
Here B appears to license the implicature —-BEL(B, ii's warm); so. the salient temperature
srdering for this exchange is apparently ../ 50/ 601 70/ ..., ordered by is-colder-than. By
lenying 60 degrees, B appears to confirm some lower value on the scale. Alternatively, after a
slazing summer the weatherman has promised relief from the hear. B's response in 262 appears
- license the implicamre —BEL(B, ir's cool) by implicitly conveying commitment o some
lower vaiue

(262) A: Is it cool outside?
B: It’s no 60 degrees out there.

on a ‘reversed’ temperamure defined by is-warmer-than, 701 601 501 ...

In cases such as these we might propose some appropriate ‘script’ to explain how A and B
understand why one scale is appropriam in one context and another in another: Shared
knowiedge of a prior weather forecast or of the reliability of weather forecasters in general
might prove useful in this soawgy. However, a straegy less dependent upon such broad
contextual cues is also possible: In these and similar discourses, it appears that prior salience
{explicit mention in 261 and 262) of a value in the set of referents under consideration may
indicate the orientation of the salient ordering. When some such value ¢ is salient in prior
discourse, ¢, may establish the otientation of an ordering in which it appears {or which includes
vzlues ¢; can characterize) in that the pole closest 1o ¢; (or values associated with it) will be the
positive pole of the salient ordering. So, in 261, mention of warm favors 2o ordering which
places ‘warmer’ values at the positive pole, while, in 262, mention of cool favors the dual w this

ordering.

In some of the namrally occurring data examined for this work an interesting phenomenon
emerged: Speakers referred alternately to one poset and then o its dual, apparemly to negotiate
a range of values which both could agree to. For example, in 263, A first denies a value in

(263) A: It's not cool outside.

B: Well, it’s not warm.
a temperatyre ordering Aot warm/ tepid/ cooll cold w license —BEL(A, =ir' s X outside) where
X < cool. Then, B denies a value in cold/ cool/ tepid! warm/ hot 10 license —~BEL(B, —it's ¥
ousside) for all Y < warm. In effect, A’s and B’s implicatures agree only at the value tepid ~
the intersection of their implicanires, Similar exchanges occur for modifiers like young/ old,

bad! good, and happy/ sad.

The problems of selecting salient orderings should by now appear considerable —~ uun the
solutions proposed tentative and partial.  While much remains to be explored in the
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incorporatien of ‘salience’ into the calculation of scalar implicature, some progress has been
made. First, as noted in Section 6.2, it is possibie to relax the condition that § and H identify
the same ordering as salient and demand only that orderings be compatible. So, where several
orderings are potentially salient for some expression, it may not always be necessary to select
the ‘most salient’, so long as § believes all orderings H might se¢ as salient to be compatible
with $'s ordering. Second, it should be possible to use research conciusions from studies of
focus to identify salient expressions in an utterance, even if, to date, no satisfactory focus
algorithm is available. As we leam more about ‘what is attended to’, we will be bener able to
test the claim made here that focussed items identify salient expressions for the purpose of
generating and interpreting scalar implicature. Finally, while even less is known about the
focussing of relationships in discourse than about focussed entities, salient orderings may be
identifiable in other ways: For some orderings metrics, it is possible to choose from among
several candidate orderings on the basis of properties particular to the defining metic: For
classification hierarchies, we can propose a principled mechanism for bounding hierarchies.
Where the choice is between dual orderings, we can propose a principled way to select one over
another. Knowiedge of the domain or of the intentions of conversational participants aiso may
provide clues to the salience of orderings.

While these observations are very far from a comprehensive account of how salient
relations may be identified by S and H, they do suggest fryiful avenues for future research. For
the implememtation described in Chapter 7, salient expressions and orderings are identfied
interactively.

6.4, Calculating Scalar Implicatures

In contrast to Gazdar's two-stage celculation of implicature — first potential, then actual —
1 have proposed that actual scalar implicatares be calculated directly — but that this calculation

be based upon additional information about speaker and hearer beliefs and about the discourse

context. Given an utterarce, information about speaker intention and mumal speaker-hearer
belief about speaker cooperativity, together with contextual information about salient entitics
and relationships in the discourse, we can use the definition of §'s conversational implicature

~ and of H's inference of conversational implicarure presented in Chapter 2, the scalar implicarure

.~ conventions discussed in Chapter 3.3 and refined in Chapters 4, the definitions of utterance

ranking presented in Chapter 5, and the conditions on ordering compatibility and ordering

. salience presented above to compute those scalar implicatures a speaker licenses 4s well as w
" calculate inferences which a hearer is entitled to draw,

Recall from Chapeer 2 that p; can be said to represent a conversational implicature of § in

il .. acontext C, iff:
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« § intends to cause H to believe p; by an unerance u; (Conditon 1};

+ S believes that his'her own cooperativity in €, is a mutual belief of S and H
(Condidon 2);

e § belief that s/he and A mutually believe that the m.ﬁ.&._m of u; in C), must license
H's belief in P; given belief in § cooperadvity (Condition 3); |

o p, is cancelable (Condition 4), non-detachable (Condition 5), and reinforceable
ﬁmuon&u.on 6).

Recail also that, for scalar implicarure, Condition 3 can be satisfied by the satisfacton of
the LICENSE predicate, which can be accomplished by § cooperativity pius ~..:o muth of any of
the scalar implicarure conventions introduced in Chapter 3.3 (and modified in Chapters 4 and
above). For convenience, I will repeat these hers:

30 BEL(S, AVAIL(H, ¢, 0, C,,)) n REALIZE(xy;, AFFIRM(S, ¢, BEL(S,

{i :

e p))) ~ (HIGHER_SENT(g,, p, 0) v ALT_SENT(z, p, ()]
= SCALAR_IMP(S, H, u;, —~BEL(S, p)), Cp)

imp,; 30 (BEL(S, AVAIL(H, e, O, C,)) ~ REALIZE{(;, DENIAL(S, ¢, BEL(S,
—p)) A (LOWER_SENT(;, p;, O) v ALT_SENT(p;, p; O))
= SCALAR_IMP(S, H, u;, -BEL(S, =Pk Cy)

Impy: 30 (BEL(S, AVAIL(H, ¢, 0, C)) » REALIZE(u;, IGN(S, ¢;, ~BEL(S,

M=
Am.oimwnmmzaﬁw Py 0) = SCALAR_IMP(S, H, u;, ~BEL(S, —p}}, C))

mmommw..mmz.dﬁw PO SCALAR_IMP(S, H, u, —BEL(S, m..u. Chv
(ALT_SENT(p, p 0) = SCALAR_IMP(S, H, u;, BEL(S, ), C))))
gnﬂ&ﬁgnmﬂgtagaoﬂaa be licensed by S’'s uterance Omnh_qm.a
known or assumed to intend to convey gy S and H mutually belicve S .8 be cooperative in
utiering uy, if § is obeying the maxims of QUANTITY EE QUALITY, if one of the mn&w.“.
implicature conventions helds, and if the meaning licensed is cancelable, uonaoﬁngzm. an
_.n_.bwo._dou.cno. One of the scalar implicarure conventions will hold when, 8._._me mﬁnm_n.uw. B
represents a higher, lower or aiternate sentence with _.8&“9 to the p; .ﬂmﬁna S u; swmﬁn
presence in p; and ? of expressions &, and ¢ which appear in some oa.n_.:_m o amroﬁn by . wo
be salient in the discourse and compatible with all the possible orderings § vn__n,..n.m E. mighe
find salienr The following algorithm encodes the process by which the scalar impiicamre
convenrions can be tested for a given utterance:
Given §s u; with the semantic representation py
1. decide whether any ¢; in p; ¢vokes a salien O;
2. determine whether p; represents the pmmuﬂun.._on. denial, or n_oau_.u.nou of M.u
ignorance about some proposition with semaniic representanon py which contains
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¢, if py is simple with regpect 1o ¢;151

3. create an open sentence p, by replacing ¢;in p, with x;

4. locate other values ¢; appearing with ¢; in O

5. for each ¢; creare a sentence p; by replacing x with ¢ in p, -~ so that Pyand p, are
simple ¢xpression alternatives (See Section 4. 1.3

6. determine whether Py satisfies any of the the scalar implicature conventions.

Returning 1o exampies 218-221 {repeated here for convenience), we can now account for
licensed implicarres in terms of this algorithm. Recall that, in 218,
{1) A: Have you, me, and Ellen sver had dinner together?
B: We've had lunch,
assuming B's intentions and cooperativity, we can say that —BEL(B, we have had dinner
togetker) is a scalar implicature of B's response, so long as B believes an ordering defined by
set inclusion on the set of meals (= {breakfast,lunch,dinner}) is salient and that A wili recognize
either this ordering or one compatible with it — say, perhaps just the explicitly mentioned items
{lunch.dinner}. Since lumch and dinner represem proper (singleton) subsets of this set (See
Note 130.), they represent alternate values in a salient ordering. By Imp,, affirmation of some
value ¥, (denoted by an expression ¢, may license the belief that alternate vatues ¥; are false or

" unknown. So, the queried dinner — and other alternates such as breakfast -- can be implicitly

marked as false or unknown in this way.

In terms of the algorithm presented above, this implicature might be analyzed as follows:
Let py the representation of B’S response, be ‘BEL(Past(ea({B, A, Ellen}, {lunch}), ry))’.!52
In this sentence, the ﬁgougnégnﬂmnﬁon&numowinnk. 50 ¢&; = lunch and O =

.. thesetof meais. p; represents the affirmation by B of py, ‘Past(ear{{B, A, Ellen}, {lunch}), u'.
" pycontains &, We can create the open sentence ‘Pas(eat({B, A, Ellen}, X), t5)’ from p, by
;. ‘teplacing ¢, with a variable X. Then for all alternate values in the zbove fepresentation —

{breakfast} and {dinner} -- we can create simple sentence alternatives ‘Past(eat({B, A, Ellen},

: . {breakfast}), ty)” and ‘Past{eat({B, A, Ellen}, {dinner}), tg)'. Since these instantarions of X do
o fepresent alternate values in the ser of meals, by the scalar implicarure conventions, we can

“Hie,, contains no negation with scope aver 4, See Section 4.1.3,

**The aigorithm is independent of any particular representation. For this example [ will employ a higher oeder
E%lﬂ&ggﬂuﬂ%g?.Erc.gnﬁnis:!ﬂnnﬂgﬂunﬂa
ad-quantification over sets. Ernﬂwgiu&igﬁnngﬁgﬁégwuzga
fepresenting togerher; EFEEEI&EB&&E&E‘E?H«S.%«
Fpresented by ‘can(luoch, janc)  eat(lunch, bill)',
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culate that —BEL(B, 'Past(eat({B, A, Ellen}, {breakfast}), )’ —BEL(B. ‘Past(eat({B, A,
en}, {dinner}), 15}’ may be licensed in 218.

In 219, however, B perceives an ordering of social events 1o be salient. So, we might
culate this response by representing gy as
(1) A: Have you, me, and Ellen cver had dinner wgether?
B: We've been to the movies.
ast(go({B, A, Ellen}, {movies}}, ty)', p, as ‘Past(X({B, A, Ellen}, Y), 1), and .mauznun:.nm
snsed by B’s response, as —~BEL(B, Past(X( {B, A, Ellen}, Y), tp)) for all expressions ¢; of the
m “X({B, A, Ellen}, Y)' & social events that are alternat values to ‘go({B, A, Ellen},

1ovies})'.

Finally, in 220, where the ordering supporting B's implicature is defined over the set of
ou, me, Ellen}, the implicature —BEL(B, you, me, and Ellen have had dinner 1ogether) may
calculated as follows:

{1) A: Have you, me, and Ellen ever had dinper together?
B: Ellen and [ have.

it py be ‘Past(eat({B, Ellen}, {dinner}), t5)" and p, be ‘Past(eat(X, Emaﬁn:. €... ‘Hdn.u. for
| e; that are alternate expressions to the set {Elien, B] or that are E.mvn_, expressions in the
lient ordering, B may license the implicature —BEL(B, Past(eat(e;, {dinner}), Ho:.. Hence, for
e higher expression (B, A, Ellen}, B licenses ~BEL(B, Past(eat({B, A, Ellen}, {dinner}), t5)).

So, given an uterance, an expression from its semantic representation, pnn_ a salient
dering, it is a fairly straightforward task to caiculate the scalar implicatures which may be
sensed via this utterance. However, the algorithm presented above will not accommodate the
deulation of scalar implicature when more than one expression is salient in this utterance, a5 in
21 (repeated below).

(1) A: Have you, me, and Ellen ever had dinner wgether?
B: Ellen and I have had lunch.
\ this exchange, orderings defined over the subsets of (you, me, Ellen} and {breakfast, lunch,
inner} are both evoked by B’s response to implicate —~BEL(B, you, me, and Ellen have J_&
inner rogether), While py is ‘Past(ear({B, Ellen}, {lunch}), to)' and p,. .Hummxowﬁh Y tg), it
; not clear how licensed implicamres shouid be represented - or even just what they are.
uuitively, B seems to be licensing ~BEL(B, Past(eat({B, A, Ellen}, {dinner}), ty)), but does
ae also license —BEL(B, Past{eat({B, A, Ellen}, {breakfast}), t))? —BEL(B, .mwmgaﬁﬁw_
llen}, {dinner}), t;))? These more complex implicatures will require some revision of the

[gorithm presented above.
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6.4.1. Multiple Salient Expressions

When several expressions in a sentence are salient, the calculation of potsntial and actual
implicatures is much more complex than has previously been recognized. A major weakness of
Gazdar's method for calculating potential implicature is that implicarures are calculated
separately for each expression recognized in a senrence. That is, for salienr expressions ey ¢
contained in a sentence p;, with associated orderings 0; and 0, implicatures licensed via e; will
be calculated by replacing e, in p; by higher!>? valyes on 0. Then, implicanires licensed via ¢
will be caiculated — also by ‘replacing’ i with higher values in Q._‘ in the original p;.
Implicatures that may involve, say, higher values on 0, in addition to higher values on 0& will
not be predicted by Gazdar’'s method - or by the theory [ have presented so far.

So, for example, applying these methods 1o B’s response 221 would predict that B may
license — for any L/ from (264a)-(264d) — but neither (264¢), nor (2641), nor (264g). If indeed
the orderings stipulated are salient, thea

(264)
a. Ellen, you, and me have had lunch,
b. Ellen and you have had dinner,
¢. Ellen and [ have had dinner,
d. Ellen and I have had breakfast.
e. Ellen, you, and me have had dinner,
f. Ellen, you, and me have had breakfast.
8. Ellen, you, and me have had breakfast and dinner.

it seems clear that (264e) and (264f) should be considered scalar implicatures as well,

A simple addition to the definitions of higher, lower, and alternate sensences permirs

 calculation of implicatures licensed when one or more expressions are salient in a sentence:
: wﬁhgﬁgsgﬂmmuﬂ._oiﬂ.ouﬂﬂgsogﬁuﬁunﬂ when they
. différin only a single expression as follows:

Higher Sencences:
HIGHER _SENT{p,, N 0o mcmn‘mug (HIGHER(e,, 78 N a
%Iglgﬂeu. Ppeye .bv

Lower Sentences:
LOWER_SENT(p,, p, 0) mbw«nmé (LOWER(e; ¢, 0) A
SIMPLE_EXP_ALT(p, Ppep e}

Alternate Senzences:
ALT SENT(p,, 2 Ne QO«.mé (ALTERNATE(e,, & Na
§|g.l>.—tﬂ.€1 ﬁ% L Q&vv

' 19Gazdar does ot deal with lower or altemate valoes.




qerance ranking so that one sentence p; is
S8 - essions 8 WHich Py 8 p, dife. p, anics
ressions does P oumank p. So, (264g) will

- ggt, as well a8 (2642)-(264f).  Similarly,
264c), Since the expression {Ellen, A, B}
ion {Ellen, B} in (264<) in an ordering
However, {26de) will also represent a higher-

B xchang® 291 -- *Ellen and I have had lunch.'
e ser-of-meals ordering, even though

- s, (364¢) will stll be ranked higher via

he dual fiolds: for ar least one ordering p,
. Emiq%un p; B's responses in 221-(264f) are,

§ Jd te alternates whenever every expression
pressions.  So, (264b} and (264d), for

bt captured as follows:

ranking o

aoother sentsnce P just in case, for at least one

wghet .&%a (1 gy py differ, € is higher than ¢; in the

at? in ,M.e. | painiDg EXpressions ¢;and ¢; in which p;
. rh s O alternate to each €;in the appropriate

o eotamnce 10 be ranked lower than another will

agcther senmence p; justin case, for at least
\Esa,.__”uﬂna chpy80d 7y &mnn... ¢, is lower than ¢, in the
n».w.\.w_.nwvaq | erdining EXPIESSions ¢; and ¢; in which p;

e han or alterTAtE 1o each ¢; in the appropriate
510

e SPLY N ,
st in 6256 for every EXPrESSION pair <e;¢ > in

| it 10 a;.w s than ¢ in the appropriate ordering.

L diffen M__E goanbe defined in terms of the simple notions
nce

55 follows:
GHER_SENT(p.0) v
P @OHTE 1T SENT(Dy, By O)) A
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EXT_LOWER_SENT(p; p)) <> (3OLOWER_SENT(p;p;, 0} v
Amu—momﬁoﬁmwimmzaﬁt POV ALT_SENT(py, p;, Op) ~
EXT_LOWER_SENT(p;.0y))

EXT_ALT_SENT(p, GV - ﬁmakﬂlmmz.ﬂs_&_..o% v (3p,30 .w».—.h.lmmz..?.. o P
Op A EXT_ALT_SENT(p;pp)

Then the resulting version of the scalar implicature conventions, incorporating these
extended notions of sentence ranking, will be:

Imp;; 30 (BEL(S, AVAIL(H, ¢, O, Cy)) » REALIZE(u;, AFFIRM(S, ¢, BEL(S,
A (EXT_HIGHER_SENT! @p Py 0y EXT_ALT_SENT(p; pp om
=2 MQEI%AM. .m_. ET I‘Wm.—lm.w. ﬁ.mu. ﬁ_..v

Impy 30 (BEL(S, AVAIL(H, ¢, O, Cy)) A REALIZE(u;, DENIAL(S, ¢, BELIS,
—p))) A (EXT_LOWER_SENT(p, p, ) v EXT_ALT_SENT(p, p; O))
= SCALAR_IMP(S, H, u;, —BEL(S, =P Cy)

Impy; 30 (BEL(S, AVAIL(H, ¢, O, C\)) A REALIZE(n,, IGN(S, ¢;, —BEL(S,
) =
Ammuqlroimwuwmz.—.g. P, 0) = SCALAR_IMP(S, H, u;, —BEL(S,
...ﬁ\u. ﬁ.bu v
(EXT_HIGHER_SENT(p; p; 0) = SCALAR_IMP(S, H, u;, ~BEL(S, pp,
cnv
(EXT_ALT_SENT(p, p, O) = SCALAR_IMP(S, H, u;, BEL(S. p» [sh))]

Then the algorithm for calculating scalar implicatures must be altered to accommodate

.. ‘. multiple salient expressions as follows: Given 5's u; with the semantic representation p;

1. determine whether any expressions ¢, in p; evoke salient orderings O; and, if so,
associate each such ¢; with the appropriate O
2. determine for each ¢, whether p; represents the affirmation, denial, or declaration
of $'s ignorance about some proposition with semantic representation py which
contains ¢, (i.., if py is simple with respect to ¢; 154
3, create an open semence p, by replacing each ¢ in p) with a (distinct) variable x;;
4. locate other values ¢; appearing with each ¢; in the appropriate O
5. for every py resulting from the replacement of one or more X, in p, by some ¢; such
that p; and p, are simple expression alternatives,!55 determine whether p;
represanrs a scalar implicarure by the scalar implicature conventions.
revisions complete the theory of scalar implicature presented in this thesis.
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5. Summary

In this chapter I have presented some limited solutions to the problem of how context
ight be incorporated into the calculation of scalar implicamure, I have proposed a number of
ays in which salience information might be derived from focus information and from
1owledge of relations that may be salient in the discourse. Finally, I have idendfied certain
wisions which permit the calculation of calculate scalar implicatures ticensed when utterancas
«clude one or more salient expressions and have presented an algorithm which can be used two

iculate these implicanures.

While the calculation of licensed implicatures should be imponant to any auempt at
amural-language generation or interpretation, permitting the antcipating or understanding of
ragmatic inferences derivable from any natural-language output or input, it is helpful to show
ow the computation of scalar implicanures can be turmed to particular computational use. [n
haprer 7, I will describe how kmowiedge of scalar implicature permits the generation of ene
»rm of cooperative response in question/ answer SySIEMmS.

CHAPTER VII

Scalar Implicature and
Question-Answering

1 don't want you, but [ need you.
1 don't like you, but I love you.
Eddy Rabbit

Studies of question-answering by philosophers, linguists, and computer scientists have
proposed mumercus accounts of speakers’ propensity for providing more or less information

. than has been requested by a questioner. In this chapter t add to this literature. A large class of
indirect and modified or qualified direct responses to yes-no questions can be explained as

atempts by speakers to block scalar implicatures which hearers might otherwise be expected 10

infer. First, I situate this proposal in previous smdies of cooperative question-answering and
.. theoretical studies of yes-no questions. Next, I describe how scalar responses can be explained
% 4 atempts to block potential inferences of scalar implicatures. Finally, I describe QUASL a
. question-answering system that provides cooperative responses 0 yes-no questions by
 calculating the scalar implicamures users might be entitled to infer from direct responses to these
_questions. " While it would be foolish to interpret or 10 generate responses to any class of
 questions solely on the basis of a single phenomenon such as scalar impiicature, QUASI does

demonstrate the feasibility of calcularing scalar implicamres and one area in which their
culation is useful. In Chapter 8, 1 will speculate about some further ways in which the
culation of scalar implicarures should be important to more general studies of discourse.

.1. Appropriate Responses to Yes-No Questions

Cooperativity in question-answering has been defined by a variety of disciplines in a
ariety of ways: Philosphical studies of question-answering have defined the notion of
SWERHOOD: the conditions under which a response counts as an answer to a natural-language
query. Studenrs of namural-language processing have identified types of copperative speaker
behavior from studies of nammally occurring dialogues and from introspection about the sort of
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sehavior computer-human interaction should support. In particular, Al's approach to questicn-
mswering has focussed on idendfying witen systems should provide mere information than
teir users have requested and, of course, what that informadon should be. Anticipation of
ollow-up questions, explanation of questoners’ violated expectations, provision of informaton
elevant to questioners’ inferred goals, and correction of misconceptions perceived in a query
wre only a few types of behavior which Al systems have been or are being designed to support.

7.1.L. Theoretical Accounts of Yes-No Questions

Theorists of question-answering commeonly define questions in terms of the set of all their
sossible (true) answers [Kiefer 80, Hambiin 71]. Yes-no questions arc generally seen as a
lisjunction of all the possible response w them. Tradidonal accoums portray them as
sropositional questions (7P) oras a special type of alternative quesdon {7P v N} in which the
second alternative is simply the negaton of the first (7P v 7—P). So, ‘I ask you whether x’ or
“Tell me which of the following is true, x or ~x’ {Katz 64] or ‘Bring it about that I know that x
or -x' [Hintkia 78], where x is the DESIDERATUML® of the query have all been employed as
representations. The ‘meaning’ of these questions then is the set of all their possible answers,
i.e., the set of propositions which might truly be asserted in response.

However, both theoretical work and empirical studies of namrally occurring question-
answer exchanges have shown this approach 1o be inadequate: Yes and no or aven yes, no, and
unknown form only a small portion of the set of all appropriate responses 1o 2 yes-no question,
Furthermore, for some yes-no questions, nome of these simple direct responses alone is

appropriate.

I have previously noted (See Section 6.3.1.2.2.) Kiefer (Kiefer 80's claim that certain
yes-no questons acnally function as wh-questions and indicated its limitations. Aqyvist [Aqvist
77} also notes that representing yes-go questions as alternative questions does allow proper
reamment of negative queries. In Bolinger's [Bolinger 78] view the term YES-NO QUERY has
hypnotized scholars into assuming that, simpty because a class of question ¢an be answered by
a yes or no, these alternatives are criterial, and every yes-no question is intended to elicit one of
the other, He proposes instead that yes-no questions be viewed as hypotheses put forward for
confirmation, amendment, or disconfirmation ~ in any degree. Thus, in his example 263, the

(265) Q: Do you like Honoluln?
R: Just a little.

1564 specification of the epistemtic state desired by the questioner.
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Q's hypothesis ‘you like Honoluly' is amended by the R in a respoase which is aeither yes nor
no but somewhere in berween. In his example 266, Q's hypothesis ‘it is
(266) Q: Is it difficule?
R: It's impossible.
difficult’ is confirmed by R’s asserdon of a more positive response than a simple yes.

While Bolinger makes a good case for the inadequacy of standard views of yes-oo
questions, the revision he proposes is itseif too limiwed. ‘It's impossible’, in 266, does more
than simply present a sttong affirmation of the hypothesis ‘it is difficult’ — it provides new and
unrequested though pertinent information. In fact, ‘strong affirmation’ might better be provided
by a response such as ‘I am absolutely sure it's difficuit’ than by the response he suggests. And
there are equaily appropriate responses to the queries in 265 and 266 that are not easily
explained in terms of degree of hypothesis confirmation, as shown in 267 and 268.

(267) Q: Do you like Honolulu?
a R: I don't like Hawaii,
b. R: 1 like Hilo.

(268) Q: Is it difficult?

a. R: Tt could be.
b. R: Mike says so.

An altemnative account of certain yes-no questions from a COMMON-SENSE REASONING
point of view is presented by Sadock {Sadock 77] in his work on MODUS BREVIS. He suggests
that exchanges like 269

(269) A: Is a bat a bird?
B: Well, it’s got wings.
in fact represent forms of fallacious reasoning -- in 269, the fallacy of asserting the consequent,
So, in this exchange, A arguss for inclusion of bazs among birds by the implicit ‘Well, if
something i3 a bird, ir's got wings,’ Similarly, according to Sadock, in 270, B invokes a modus
tollens argument by his/her response, which aiso is fallacicus:
(270) A: Do you have Pepsi?
B: We have Coke,
That is, B assumes the premise ‘We have Pepsi or we have coke’ and incorrectly assumes the
exclusivity of or.

Numerous additional examples are presented in further evidence of such ‘informal’
reasonming; Sadock concludes that speakers’ failure to make their premises and conclusions
explicit makes it possible ‘to cover up logical abuses that might be more flagrant if the
argument were stretched out [Sadock 77:547). However, it is not clear that B is necessarily
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conveying an affirmative response in 269. While Sadock’s explanation is ingenious, the theory
of scalar implicature presented in this thesis seems to present a simpler explanation of much of
his data without imputing wide-spread fallacious reasoning 1o speakers.

7.1.2. Computational Approaches to Yes-No Questions

A oumber of natural-language quesdon-answering systems have recognized the
desirability of supporting the sort of mdirect responses © yes-no questons examined hers.
However, o date, few have proposed independent principied bases for the behavior they model.
The ‘cooperatvity’ of the additional information provided must largely be assumed and often is
driven solely by the fact that the informatian has already been calculated; [ will classify such
syswemns as ‘availabiliry-driven’ with regard to their provision of additional information to
queries. Also, of the systems discussed below, only the HAM-ANS system is particularly
concerned with yes-no questions.

7.1.2.1. Availability-Driven Responses

An early example of systems which provide additional informarion essentially as a side-
effect of other system processes is Lehnert {Lebnert 77]'s QUALM, a question-answering
system which answered questions about stories conceptually represented in the system KB.
QUALM included a verification option which could, under cermin conditions, give the effect of
providing modified direct response to yes-no questions by verifying affirmative responses.
When QUALM was in tatkarive mode and the question category was verificarion, and the direct
response to a question was affirmative, dialoguss like 271 could result:

{(271) Did Jobn go to New York?

Yes, John went o New York by bus.

Did John eat?

Yes, John ate lasagna.

Did someone pick John’s pocket?

Yes, a thief picked John's pocket.

Did John pay the check?

Yes, John paid the bill.
QUALM’s elaboration mechanism, in generating verifications from conceptual representations
in its KB, ourput ‘Yes, *X* where *X* was the conceptualization found in the story
representation that matches the question concept. Where this conceptualization did not exactly
duplicate the question concept matched w it, additional information (in effect, QUALM’s own
representation of the concept) was presented.

[Kaplan 797's COOP system provided early evidence that pragmatic phenomena could
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help in the selection of system responses: COOF defined cooperative responses 1o wh-questions
in terms of their PRESUMPTIONS, which Kaplan derived from the pragmatic notion of
presupposition. 157 While the comection of false presumptions was the heart of the COOP
¢ system, Kaplan also suggested a parailel account of indirect responses to yes-no questions in his
| FOCUS responses, in which respondents idendfy information likely to be requested in a

, subsequent query with the focus of the current query, as in 272, and his SUGGESTIVE indirect

responses

(272) Q: Is there a mailbox on this block?(= (Kaplan 79]'s 1)
R: No, but there's one down the strest.

" " a8in 273. In the latter, which are clearly included in

(273) Q: Is John a senjor™(= [Kaplan 79]'s 8)
R: He's a junior.

: " my class of scalar responses, Kaplan claims that speakers phrase questions to aveid a negative

..”.,. or mivial response like ‘none’ or ‘zero’. If respondents are asked questions eliciting such
. responses, they are justified in assuming that some (perhaps rather weak) expectation the
i, speaker had has been violated. So, a suggestive indirect response like that in 273 is appropriate.
" However, this claim is not fully developed or independenty motivated.

u The most significant existing system to address the problem of providing moedified direct
responses to yes-no questions directly is the HAM-ANS system [Hoeppner 84b, Hoeppner
i Bag, Hoeppner 84a). Disclaiming amy amempe ar linguistic or cognitive justification {Hoeppner
i3 83], the designers of this system provide EXTENDED RESPONSES to yes-no questions based upon
a variety of heuristics, such as finding explicit partial answers to each conjunct of conjoined
'NPs to avoid an uncooperative no when at least one conjunct is successful, as in 274;
~‘modifying’ universal
: (274) 1s there an easy-chair or a large chair in the room?
A large chair is not available, but an easy-chair.

.,esunmoa or cardinals when a queried quantifiers cannot be satisfied to a ong which can be, as
in 275;158
. and filling optional deep case slots in the case frame of a verb used in the query, as in 276.

157K aplan defined LOADED questions &3 those which indicate a questioner presumes something to be true about the
domain which is in fact false. So, in X, if Q knows that CIS 110 has not been offered this year, s/he could be assumed

(x) Q: How mmy students {ziled CIS 110 this yer?
R: CIS 110 wasn't offered this year,

know the direct responsc 1o hisher query, nowe. By usking the query, Q reveals & false presumptiots, which R
cooperatively comects.

198N ote that the direct response yes i1 not itself appropriaiz here.




180

bed?
$) User: Is there a lamp next to every
@) HAM-ANS: Yes, oext to altnost every one.

isr?
green stadonwagen tum off earlier?

BT B oy e oae d off Harrungstreet onto Schiuetersaeet, but

No. A yellow car urned
the green stationwagen did not tum off first.

The quantity of additional information provided is limited by other heuristics and 3.@50
mount of information needed to compute the response.}%  While E)”w ”H”M wn M”
namral i inguist itive motivatio

ite * ', the lack of independent linguisnc or cogn! ion behin
uuonaaﬁ nEMon some inconsistency; the amount and nature of information provided is .EnEﬂ&«
.Eu R_BH upon the case frame of the verb or the presence of a few particular _nﬁna.ﬂﬁ_ﬂu. So,
g toner's use of one verb may result in the inclusion of an additional modifier in the
. ques

nss, where use of another will not. The critical link berween the behavior produced and it
esponse,

ppropriaeness is not established.

11.2.2. Goal Inference and Indirect Responses

A more principled approach to indirect responses o yes-n0 questions was Nmﬂ”:n.woww
i i s 79al.
indi i k-oriented domains by Hobbs and Robinson (Ho
:arly work on indirsct responses in 1as : : e
i ise lasses of appropriate respo
i , Hobbs and Robinson distinguish three c! . .
uEH_mMMnm”nm h.m._ﬁnr nonstheless addressed the goals of the question asked: those which
¢ u .. .
indi i siton of the question,
estion asked indirectly, those which deny a _uamnnwo on .
“ﬂooho“«““n”n w“g a higher goal of the question. Problems with _anuaaawm avoﬁam.a
he first and third categories purely from Ynguistic evidence lead Hobbs and Robinsen o HMHQ
rances unde i i ined i iented dialogues where speaker
deration to those contained in task-orien
”»:“.dn als Gﬂuoc”_ﬂonnﬁnnuﬂn. their tokens are drawn from dialogues uonﬂn.nn an
sxpert and m_mpo apprentics trying to repair an air compressor. Example 259 (repeated here) is thus
ixplained by [Hobbs 79a] in wrms of particular
E: Have you disconnected the air line?

A:1loosened it. R
main i ice bo eve
b oalis: Since Expert and Apprennce . : . . .
uooEanM: of the air compressor repaif, then if A is obeying the Maxim of Quantity, he wi

i i If w0
i i i gress toward fulfilling this goal as he can.
B o e be o and to loosen means to cause not 1o be tightly

goal of their discourse is the

ucﬂ
. . .

Eﬂp %mus m can assume > has ﬂog no more to ﬂa N%ﬂﬁﬂm ﬁwﬂﬂ WONH Dm
§§ W

" . o ©
9% CALIBRE uses this means more simplisticaily guide the provision of additional information in responscs
13 . © . .
.......nn%noﬂ. outputting ail the ipformagion acceysed (o compule the direct response.
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disconnecton than he hag stated, he can conclude that, altheugh the air line is not attached
tightly it is stiil artached and the literal answer is 70, Such answers are thus appropriate
because, even if they do not provids the informaron requesied directly, they provide some
information thar atlows the questioner to achieve the goal of histher query.

While [Hobbs 79a]'s account of 259 is inmitively satisfying, it lacks the generality:
Domain goals may indeed provide an important clue to the appropriateness of indirect
responses, but it is ot clear how one might abstrace beyond the particular examples uain__& to
derive useful generalizations. However, research more directly concerned with goal inference
does show how inferred goals can guide the provision of additional cooperative information,
Allen and Perrault {Allen 80] examine the provision of additional information to direct and
indirect responses based upon questioners’ inferred goals in their. Since they limit possible
goals 10 either taking or meeting a train, however, abstracrion to broader classes of indirect
responses is again problematic. More recent work by Carberry {Carberry 33] on goal racking
and by Pollack [Pollack 86] on inferring quest which questioners may themseives be unaware
of promises a broader range of goal inference. In Section 6.3.2.2 I have proposed how such
goal inference might facilitate the calculation of scalar implicarures by providing information on
salient expressions and orderings,

The detecdon and cormection, as well as the prevention of misconceptions forms a broad
. camegory of domain-independent goals for indirect and modified direct responses. Joshi [Joshi
.- 82} has nowed the importance of Squaring away mutual beliefy in question-answering when
' mspondents perceive misconceptions in an exchange — lest the questioner’s misconceptions be
. implicitly confirmed. In human-machine interaction even more than in narural discourse, Joshi
" suggests that people may expect such cooperative behavior, since the possible processing
. gﬁs&ﬁggﬁguﬂg&w&mﬂﬁ&guﬁﬁgamnﬂ_wBan
.+ resourceful machires.!%0 This assumption underiies Kapian's work, as well s related work on
i presumption failure by Mays [Mays 80a, Mays 80b], more recent work on umerance
.. presupposition by Mercer and Rosenberg [Mercer 84], and work on the comection of object-
related misconceptions by McCoy [(McCoy 85).

Joshi’s redefinition of the Maxim of Quality (See Section 2.3.) suggests that, even beyond
. comecting perceived misconceptions, cooperative speakers have an obligation to anticipate and
- Prevent misconceptions which their otherwise truthful utierances might engender. Preliminary

; ) _sﬂgtggﬁngmﬂgﬂéﬁgrgg&gg Such
gégqgggg But iu interaction with a computer, Hiumany
goﬁgggggﬁlggwg. So, the uger of & question-snywering
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itudies by Joshi, Webber, and Weischedel [Joshi 84a, Joshi 84b] have examined exchanges in
wvhich cooperative respondents are obligated to block misieading inferences. If a quesdoner
sxpects that an expert respondent R would inform him of some proposition p; refated to his/ker
query if in fact that R knew p; to be e, then Q may interpret the R’s silence regarding p; as
.mplying —p;. Seo, if R knows p; to be tue, his/her silence may lead to Q's being misled. So, R
should block such inferences, as in :

Q: Is Sam an associare professor?
R: Yes, but he doesn’t have tenure,

The authors suggest that their phenomenon might be represented in Reiwer's [Reiter 80] default
logic. The actual characterization of those p,; 10 be represented, however, awaits further smdy.

7.1.3. Blocking Potential False Scalar Implicatures

Many of the approaches described above provide useful information for the planning of
text to be generated in response 1o yes-no questions. i will now discuss yet another approach
which subsumes some of those described above and complements others.

A large class of indireet and modified direct responses Lo yes-no questions, exemplified in
many of the examples presented throughout this thesis, may be analyzed as auempts by
cooperative speakers to block potential false inferences which hearers might otherwise
(wrongly) infer to be implicarures arising from a direct response — while also providing
information from which the direct response can be derived. While no claims to cognitive reality
are mads for this explanation, it does appear to account for the data, it is plausible (particularly
if Joshi's claims are correct), and it does provide a principted and linguistically motivated basis
on which o support much of the behavior supported by the systems described in Section
7.1.2.1

Recall that a central claim of work on quantity implicamre in general has been that
speakers derive considerable information from what is not said in comparison to what is said.
Similarly, the appropriateness of indirect responses such as that provided in 277 depends in
large part upen the inappropriateness of alternative responses available o B.

(277) A: Bas Marvin had his medication?
B: He's raken the exadin.
Suppose that B (a simple question-answering system) can only generate simple direct responses
10 yes-no questions ¢ven when more information is available, as in 278:
Such a respondent forces A to play Twenty Questions to elicit the information provided in 4
single indirect response in 277. While such limited response capability is abviously tedious, it
may have more serious consequences. For, if A does not recognize that B can provide only yes
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(278) A: Has Marvin had his medication?
B: No.
A: Do you mean he hasn't had any of it?
B: No.
A: Well, has he had his cortisone?
B: No,
A: Exadin?
B: Yes.
A; How much of that has he had?
B:5ce.
A: Has he taken the ntaprin?

. Or no responses, s'he may not ask for clarification after B's initial no. So, she will not learn
I that in faet Marvin has taken part of his medication. Thus, simple direct responses may be
m_ uncooperative, if wechnically outhful. And note that, in 277, A may infer the direct response
it (No. Marvin has not taken all of this medication.) via the scalar implicamre conventions, if s/he
. understands that B has said as much as s/he muthfully can.

In addition o facilitating the brief conveyance of relevant information, knowledge of
scalar implicanire can be used more directly to avoid block certain faise inferences [ will term
gmﬁmg INFERENCES. These inferences may be identified computatonally by
- calculating the scalar implicatrres a speaker (system) might license given that cerain
- expressions and posets are deemed salient in the discourse and by comparing these licenseable
inferences o the speaker (system’s) knowledge base.

Assume that B believes that Madge has five children. Let X = the set of propositions
Jm.mﬂm. Madge has 4 children), ~BEL(B, Madge has § children)}, Then, given the scalar
ﬁﬂﬁnﬂﬁ conventions, we know that a simple direct response (279a3) to A’s query in 279
wo

(279) A: Does Madge have thres children?

4. B: Yes (Madge has three children).

b. B: She has five.
alow B to implicate X — if B believes s/he and A mutually believe the cardinals (or some
SB_WE&F ondering) salient in the discourse. While, by the definition of conversational
implicature presented in Chapter 2, B will only implicate X if sthe intends to implic. X,
another necessary condition on conversational implicanure is B’s anticipation of A's abi'ty to
work out’ X. This process is itself defined in Section 2.4.4. Even if B does not imead o
convey X, then, vhe may stll anticipate that A may infer X, if the conditions under which B
might implicate X hold. If B does anticipate that A may infer X -- but if X is inconsistent with
's beliefs, then we may explain B's alternative response of (279b) as the blocking of a
potential inference which is inconsistent with B's beliefs.
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So, where a simple yes or no might be interpreted as licensing implicatures inconsistent
sth §'s beliefs, § may provide a scalar response to block those inferences. More generally, for
1y speaker S, a senience p; represent a potential false implicature of an wOErANCS &; iff, in the
arrent context Cg, H will be entitiled to infer that §7s ; licenses p; as a scalar implicamure —

ot py is ipconsistent with §'s beliefs.

Of course, even with this admiedly over-simplified and stylized analysis, there may be
10re than one scalar response which will not license potential false inferences of the sort
lescribed above. For example, if Marvin's

(280) A: Has Marvin taken his medication?

a B: He's taken the exadin.

b. B: He hasn’t taken the niaprin.
nedication consists of exadin and niaprin, and if the appropriate mumal beliefs hold between A
\nd B, then (280a) and (280b) will both represent ‘cooperative’ rESponses in the sense that they
will ot license potentiai false inferences of the sort described above (if an ordering of
medication with its subparts exadin and nigprin is salient). B may deny the lowest value sthe
san puthfully deny or affirm the highest — in this example lowest and higher are in fact
alternate values in the ordering. Such examples illustrate the dangers of a ‘'single theme’
approach o queston-answering. While the notion of blocking false potential implicatures can
indicate that either (280a) or (280b) is to be preferred over 2 simple no when
parrs-of-medication is salient, it cannot help to select between the two responses.

So, this approach to providing cooperative Tesponses o yes-no questions should be seen
only as providing one test of the appropriateness or cooperatvity of any response. Utterances
that license no potential false scalar inferences may be inappropriate on other grounds —
perhaps they fail address the user’s goals in some way or provide more information than the
user desires. Other aspects of the discourse - prior ‘cancelation’ for one — might overrule the
inappropriateness of utterances that do license such false inferences. So, in an ideal world, an
understanding of scalar implicamr should be used for cooperative question-answering only in
conjunction with other criteria. With this caveat, 1 will proceed to describe the QUASI system
implemented to demonstrate the calculation of scalar implicature.
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7.2. The QUASI System

QUASI is a question-answering sysiem which proposes cooperative responses to yes-no
questions about 2 mail system from its users. Using the representation and algorithms described
in previous chapters, QUASI calculates the potential scalar implicarures which simpie direct or
altsrative responses might license when cerain expressions and posets are salieat. It wss
these possible inferences for consistency with its own knowledge base, and, when inconsistency
is detected, propuses alternate TeSponses that do not license inconsistent scalar implicamres.

3 . The system has been implemented in CProlog on a VAX 11-785. In this section, I will provide

an overview of the system, ¢xamine ifs major constituents, and illustrate partcular system

features.

The goal of this implementation is to demonstrate how the formalization of scalar

implicarure can aid in the calculation of licenseable implicatures and to suggest a simple use for

such information. Not atl aspects of the theory presented in the thesis have been implemented.
First, in the absence of a user model, QUASI makes. the simplifying assumption that the user
believes the system cooperative and that the user can “wark out’ any inferences the system can
calculate. Since QUASI’s goal is not the licensing of particular inferences - but rather the
generation of responses that will not license false inferences — these assumptions are actually
conservative; the system will err on the side of caution if it anticipates inferences the user would
pot be in a position to draw. Second, QUASI does not adopt an independent strategy for
determining when and which expressions and posets are salient, but must rely upon interaction
with the user to select from expressions appearing on posews knowa in the system. Third,
QUASI does not maintain or assume information from a discourse history, which might modify
its decisions on&unggwmgwwlrﬂ.igﬁngwﬁ already demonstrated

mowledge of some licenseable inference. However, the core of the thesis, the scalar
*. implicature conventions and algorithms for the caleulation of scalar implicamres when one or
" more expressions are salient, has been incorporated into QUASL

. 72.1. Overview of the System

The implemented system is depicted schematically in Figure 7-1: Major system
components are identified by capital letters, information available in the system by smali
capitals, user inputs by italics, outputs by bold italics, and informarion passed through the
system by normal font.

QUAST's semantic translation module creates 4 semantic representation of a user query which
ts direct response retrieval ge:nggﬁaaﬁnﬁgsaﬂanaﬁn&gﬂuoau in
terms of system beliefs. This module also determines whether or not the query is a yes-no
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(ttered to implicate —BEL(S, (p;and &.:.B Since, in standard fArst-order logic, ‘Pi A Pf entails

aims i i alue in his orf and mn&m..P
: i and semantically entails or. The lower v !
oy o, . , is false or unknown, as in

or p;, may be uttered to implicate that the higher value, ‘P; and pj'
i
9.
(99) A Arc you serving tea and coffee?
B: Tea or coffee.
And, in 100, A rejects the implicawre she infers from B's "hell or high water’.

: rial Day Weekend. _
(100 W w”.“ww.wmmww Hoﬂ”. I h.ﬁﬂ«_imi could enjoy it. It'tl be just
Eﬁngiﬂﬁﬁaﬂn&:ﬁr and the last..
A: But I hope not the next, and the next, and the next..
B: No way. Come hell or hnigh water, it will be done.
A: Come hell and/or high water...
Prince [Prince 822} suggests that this v/ A ordering may also account for scalar
from the uterance of conditional sentences. She notes that, when 2

impli arisin : . .
implicamres g ) % i

it ‘g, = p, is ransformed inw its disjunctive equivale :
g oam a0 g KNOW(S, ;= u_uf as follows: By asserung the

i t for the implicature . .
Vi A ardering can accoun P A ) — the falsity of conjuncton.

i imolicate KNOW(S, —~(—Pi
equivalent of =Py ¥ Py S may imp i e . ..
This implicamre is iself equivaient 1o KNOW(S, ;= P~ AR & PV .& ﬁ. ,u..__ = p;
Thus the fallacy of *affirming the consequent’ ¢an be explained in terms of quantty :mu:nmewn
via the or/ and scale. Note also that, since P} =p is equivalent ﬁu eap; = —Pj» &pm
manipulation also accommodates the fallacy of ‘denying the antecedent’. (And see Section
3.1.1.2). So, Prince’s analysis would predict that the utierance of (101a) may convey (101b).

(101)

PﬁwEmoﬂqauZmﬁ.i.:mo.
u.ﬁzsmoagm_:ﬂ&mo.

However, this suggestion raises an interesting problem. With equal plausibility, one
might define an ordering from the logical connectives, =/ € since p; < B; nuﬁﬂm.w.. = p;
Then the umerance of 2 conditional p;=> py maY also convey KNOW(S, —(p; <+ pj)} a the =/
> ordering. However, by this analysis, the utterance of (101a) could convey KNOW(S, —102)
— and aiso the meaning

:Note that, whils the use of disjunction may be taken 33 exclusive it need pot be; 30 Py o7 p,’ camol Always be

tanslated (£ <m..v A l‘.>ﬁs¢.
9% i translation jtself is comtroversial, of course [McCawicy 81:49M1].
) N .
Sprince follows Gazdar's [Gazdar 79b] view of the episternic force of quantity implicasure ad represents these
implicatures & Nuj:{.
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{102) If Bill goes then Mary will go and if Mary goes then Biil will go.

KNOW(S, —(101b)). -- where Prince would predict it could convey KNOW(S, (1015)). (That
is, if § asserss ‘p; = p} and implicates '—{(p| &> u.._u.. —(p;= p;)’ follows.) Thus, implicature
licensed via one ordering coniradicts implicature predicted by an aliemate analysis.

Cases such as this recall Gazdar's injunction that the semantic representaton from which
conversational implicatures are derived must be rather more ‘surfacey’ than a simple first order
representation; the substitution of equivalent schemata during the computaton of implicatures is
risky business indeed and will not be permizted for the caiculation of scalar implicarures.

5.1.3.1. Disjunctive Assertions

According to [Kempson 75, McCawley 781, assertion of a disjunction may also implicate
+hat § is not able to assert either disjunct alone, as in 103.
(103) A: Do you think she’s ataxic or she’s weak?
B: Pause...sigfL...] think she’s ataxic [...].
That is, if S says ‘py or p/, s/he may implicate —BEL(S, p;) as well 15 —BEL(S, p;. If S can
affirm p; but instead asserts ‘p; or G.. ohe will violate the Maxim of Quandry. Note the
oddness of 104, in which the humor of B's
{104) A: What do you think, Grandpa. Will it be a boy or a girl?
B: Probably.
response rests upon just such an implicarure — —=BEL(B, it will be a boy) A —BEL(B, irwill be a
girh). For such scalar implicatures, the ordering p; v py p; must be salient. However, a different

ordering must be seen as salient to explain the scalar implicature licensed in 105 - —BEL(B, [
want to go aut to dinner).

(105} A: Do you want 10 g0 out to dinner or find a movie to see?
B: A movie sounds good.
Since —p; is cancelable, it does not follow from logical implication, i.e., ‘p; v —p; cannot be
seen as an exclusive disjuncton here. Such implicarures are better explained by postulating the
evocation of a set/ member relationship among various alternatives (See Secton 5.1.10). By

affirming a member of that set of disjuncts, as in 105, § may implicate that other members
(alternate values) are false or unknown.
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question. If so, it is passed to another module which guides the generation of one or more
candidate coopetative responses. Representations of responses to wh-questions are passed
directly to the discourse planner.

The cooperative response remieval modute (CRR) first acquires information about salient
expressions and posets from the poset/ expression identification module, which provides the
user with a list of possible expression/ poset pairs from which to choose and returns those
choices to CRR. CRR passes this information and the representation of the direct reponse to 2
scalar implicature caleculator, which determines licenseable scalar implicatures from it. If
implicatures are licenseable, CRR sends them to the KB consistency checker. If this check
discovers licanseable implicamres which are inconsistent with the system KB, CRR will
propose alternate responses which will themselves be checked for consistent implicatures.
When all true responses which license only scalar implicamres which are consistent with the
KB have been found, these are ourput to the discourse planner as candidate responses.

QUASI also provides some help facilities as well as macing, which wiil be demonstrated
in examples below,

72.2. Domain

The domain chosen to demonstrate the QUASI syswem was a mail system currenty in use
4t the University of Pennsylvania,'6! Currendy, the system KB only includss informarion about
booiean switches in this mail system and how they are used, including the mail commands
which can set them, the arguments these commands may take, default switch values, and values
that are associated with each switch. For example, the switch ‘auto-archive’ has the default
setting ‘of” and takes an associated value which is the name of an archive file; the default
setting for this. value is the filename ‘archive.msg’. Both the switch value and that of i
associated values can be set with ‘setswitch’ or ‘msetswitch’. The lausr command cannet be
used in mailinit files (i.e., noninteractively) and is employed for temporary switch-seiting.

This domain was chosen because, while it is small and well-defined, its conceptual model
naturally reflects a wide variety of partial orderings discussed in Chapter 5, including sets,
whole/ part relations, entity/ attribute orderings, and simple taxonemic hierarchies, as well as
the canonical orderings, as well as process or prerequisite relatdonships. Although not ail these

161Thiy system was writizn by Sharon E. Perl.
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orderings have in fact been represented in the current implementation, 62 the voﬁnu,ﬂ for
extensibility is clear. Also, while QUASI currendy operates only on information about swicches
in the mail domain, the KB could readily be extended to other aspects of the mail system,
Additionally, while switches make up an important component of this mail system, they are
Tittle understood by the mail user community. So, 2 question-answering system in this domain
has potential for practical use.

7.2.3. Knowledge Representation

7.2.3.1. Epistemic Representation

Because of Prolog’s closed-worid assumpton, it was mnecessary o make a major
simplification of the epistemic force of licensed implicamures. Since Prolog, like most systerms,
assumes 'negation as failure’, ignorance cannot be represented in it; it supports only a standard
two-valued logic. Everything provable in the KB is tue and all else is assumed false. This
agsumption is easily translated in terms of system beliefs as: the syseem belicves everything
provable in the KB and it believes that it believes —~ otherwise it believes things false.

bal(system, Sentl) :- Sentl.
bel (system, ~Sentl) :- \+Santll®3,

Since ignorance is not representable in the system: KB, the represenmadon of scalar
implicarures as epistemic disjunctions of belief or ignorance must be simplified to simple belief.
Where scalar implicarures are represented as disjunctions in a three-valued logic — § believes p;
v § does not know whether p, or § believes —p, v S does naot know whether —p; — they are in
effect reduced to their first conjuncts in a two-valued logic. So ~bel(Speaker, Sentl) is true iff
Sent] is false — just as bel(Speaker, ~Sentl), and ~bel(Speaker, ~Sentl) is tue iff Sentl is twue
— as bel(Speaker, Sentl). While a more expressive system would permit a more accurate
reflection of the theory, in fact, little is lost in this translation: QUASI retumns representations
of system beliefs which then may be simpiified in their interpretation for a given system - or
not. Too, since few systems support a three-valued logic,'54 it secms reasonable to test the
theory in a more resmicted environment.

- 120 the canonical orderin Eﬂnéﬁﬁgggnﬂnwgiﬁﬁﬂﬂggﬁa
oaﬂﬂmu.ﬁnnn%onnaﬂvﬂminuﬂﬂﬂagong\.Bu.ucﬂq_,isoiuaoaﬁuuu.

1635.n1] is not provable.
16450¢ [Levesque 847 for a recent proposal.
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7.2.4. Representing Posets

Although a new domain was modeied for QUASI, the system as a whole has been
designed 1o operare on an existing KB. The chief expense involved in transferring QUASI to
other domains is the need to define pardcular ways in which posets may be derived from a
particular knowledge representation. ‘For standard Prolog databases, however, such redefinition
will be minimal, since QUASI includes its own representations of the canonical orderings and
derives posets from relations explicit or implicit in the domain by its own poset derivation rules.
Although some meta-level oanslation must take piace when, for example, existing KB's include
more sophisticated knowledge representations which will facilitate poset inference. Also, if any
of the canonical orderings are not supported by a new KB, it will be misleading to include thesa
among user options when salient expressions and posets are selected.

7.2.4.1. Canonical Orderings

Posets are represenmed explicitly in a domain-independent poset store ar are derived from
tie domain KB by rules represented in that swore. Explicitly represented posats include the
canonical orderings such as the quantifers, cardinals,'%" and logical connectives, as described in
Chapter 5. These orderings are represenied as 4-tuples: a poset label, which is used to identify
the ordering uniquely for system purposes and for imteraction with the user when appropriate
posets are chosen during the query analysis; an arbitrarily complex specification of the set of
referents in the poset; the memic partially ordering this set of referents, which must itself be
defined in the system; and a keyword specifying the method of derivation for the poset. For
predefined canonical orderings this is simply ‘canonical’. Posets are accessed and manipulated
with predicates that ‘specify’ {or test) the membership of expressions in their set of referents,
their ordered pairs, and the incomparability of itema in the poset. These definitions are used to
define higher, lower, and altemate sentences 24 described in Chapter 4.

72.4.2. Derived Posets

However, the approach to scale outlined in Section 3.3 should support domain
independence; in particular the scale derivation rules proposed there shouid allow interface to

" existing knowledge bases without extensive recoding. That is, no specific knowledge
" representation should be required for this extension. Relationships and values present in the
" knowledge base should be interpretable as scales as required by a piven query. While inital
- translation from such relationships to scales might cut response time for given queries, it seems

1S imited here arbitrarily to 1-5.
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likely that consideradons of space and initial cost wiil indicate that a lazy evaluarien of scales

wiil be preferable.

Posers are derived from the KB by means of a set of poset derivadon rules stored in the
paset stors. The essence of poset derivaton is simply the identdfication of partial orderings
from relations represented explicitly of implicitly in the KB. While only some poset derivation
rules have been implemented in QUASI, T will discuss others which might easily be added.

In any representation, certain distinguished predicates must always define relations which,
as I have noted in Chapter S, represent posets. The predefined predicate serof in most Prelog
implementations will always define posets ordered by set inclusion. In the mail switches KB
used in this application, an isa predicawe identifies classification hierarchies, which also
represent partial orderings of their members. Similar meta-levei predicts might be defined for
other knowledge representations and added to the poset derivation rules in the poset store.

Posets can be derived from any KB predicate of two or maore arguments as follows: If a
predicate P defines a relation on any two of its arguments that is irreflexive, asymmedic, and
wansitive or that is reflexive, antisymmetric, and rransitive, then P defines a poset on these
arguments. Posets defined by set inclusion can also be derived from the range of values a singie
argument of a predicate which does not satisfy these conditions may take on. Boolean
combinations of predicates for which the ranges of some argument intersect may also define

similar orderings.

72.4.3. Storing Identified Posets

Omee a poset implicit in the KB has been identified, its representation wple is stored in the
poset store for later access — w0 mintmize redundant poset inference. Modules which access the
poset store look first ar poses which have already been derived. It seems likely too that
orderings desmed salient should be so marked by the discourse planner in a more sophisticated
application, for future identification of salient posets. This is not done in QUASI, since salience
information is provided by the user, The availability and compatibility of posets is westable in
QUASI but results are not used in the absencs of & user model.

7.2.5. Input and Semantic Processing

QUASI accepts cither wh or yes-no questions in English as input, aithough only the latter
can generate ‘cooperative’ responses. the ability to handle wh-questions was provided w©
support more natural behavior in the system.

—
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Legal queries are given a semantic representation in first-order predicate calculus using a
definite-clause grammar extended from that presented in [Pereira 301166 Ap present, M:...
grammar considerably limits the range of queries that can be handled by QUASI: for exampie
conjunction is only available at the sentence level. .

The parse produces a simple first-order semantic representation of the query which
corresponds to the notion of SENTENCE discussed in Chapter 4. So, a query like (281a) will be
representad as (281b).

(281)

a. Are any switches boolean?
b. exists(X, isa(switch, X} & boolean(X))

In wace mode, QUASI produces the following:
|: 1: Are any switchas boolsan?

The samantic represantation of your quexy l1s:

exists( 247, isa(switch, _247) & boolean({_247))

Singular definites and indefinites are represented as existentials and piural definites are
universally quantified, following [Pereira 80, Warren 81] and cardinals are also treated as
determiners, following [Jackendoff 68). Also, the first successful representation for each query
is accepted: So, for example, no scope ambiguities are recognized; in effect, the first quantfier
in the surface order of the input query will have scope over subsequent quantifiers.

7.2.6. Direct Response Retrieval

. Once the semantic representation of a query has been determined, QUASI proceeds two
determine a direct response to the query and then to describe that response in terms of the
syswem’s beliefs, ¢.g., ‘BEL{system, p;)’, where p; is the direct respouse to the user’s query. For
wh-questions, QUASI simply returns this information to the discourse planner. For yes-no
questions, 67 QUASI proceeds to identify a cooperative _ﬂuo__.ﬁ_. passing the direct response o
a mooﬂoanﬁ-_.ﬂuouuo retrieval module. With the direct response plus information about
salient expressions and posets, this module controls the generation and testing of possible
alternate responses. Salience information is acquired interactively.

L .
. éﬂwﬂﬂﬂ“ﬁv&n&nhﬁg%-ﬁﬁgggﬂﬁ.iﬁﬂgﬂ

mﬂﬂm- 0
M.nn_.si ind why queries mre ot currentdy supported by the grammar, QUASI treats non-wh-questions as
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.2.7. Identifying Salient Expressions and Posets

From the semantc representation of the query, QUASI identifies all the legal
ibexpressions of the query’s semantic representation. As I noted in Secdon 4.1.2.2,
1bexpression of a sentence p; can be any constant, predicate, logical operator (including the
pistemic operators), connective, or quantifier symbol of p;, or any wif contained in p; thart is
ot identical to p. So, the following subexpressions are contained in the sentence 'exisis(Y,
ia{switch, Y) & boolean(Y))’, and will be so idendfied

exists

isa(switch, Y) & boclean(Y)

&

isa(switch, Y)

isa

switch

boolean(Y?)

boolean

y QUASI's pasetexpression identification comporent. [n effect, the module excludes the
sntence itself, variables and non-wffs other than predicates, constants, and logical symbols
rom the set of possible subexpressions of a sentence.

Once subexpressions are idenrified, QUASI checks each for membership in the set on
/hich some partial ordering explicit or implicit (See Section 7.2.4.) in the poset store or KB is
efined. For the above query, QUASI will currently identify the following expression/ poset
2irs:

'‘leases choose salient exprassions and a salient ordering for

ach from the following list, forming a list of lists (a.g9..
‘f{exists, quantifiers],[3, ucacdinals]]):16®

xpression Poset
& {andor]
ixists [quantifiers]

: |: [[exists, quantifiara]].

YUASI currently asks the user to select one or more expressions from those identified as
ssociable with posets known to the system. For each selected expression, the user must choose
single salient poset, as above, forming 2 list of lists, This list of lists will be passed on to the
calar implicature calcuiation module as the list of salient expression/ poset pairs. Salient

168+ Jcardinals’ designate the cardinals ordered by <.
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expression/ poset pair lists might also be input from the discourse planner if QUASI were
incorporated into a sophisdeated natural-language procassing systent.

7.2.8. Calculating Cooperative Responses

The generation of cooperative responses is driven by the calculation of potendal scalar
implicatures and the testing of these implicatures against the system KB. Where a candidate
response might license inferences about system beliefs which are inconsistent with the system's
KB, almmare responses are identified and themselves tested for the scalar inferences they might
license. A simple exampie of this process of testing and retesting with accompanying trace
informarion from QUASI follows: 167
{: TRACE.

{: |: ARE ANY SWITCHES BOOLEAN?

The semantic reprasentation of youxr query is:

exists (_247, isa(switch, _247) & boclean(_247))

The direct response is: true

Pleass choose salient expressions and a sallent ordersing for

sach frem the following list, forming a list of lists (e.g.,
[(exists, quantifiers],[3, ucardinals]]):

Expression Toset
& [andoz]
exists [quantifiera]

{: |: [[EXISTS, QUARTIFIERS]].

If the following expressions and orderings are salient,
Expression Poset

exists [quantifiers]

The scalar implicatuzes that could ba licensed by the assertion
of:

bel(system, exists{_247, isa(switch, _247) & boolean( _247))}

1697750r input has been altered to upper case for clarity.
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are:
{~bel (system, all(_247, isa{switeh, _247) => boolean(_247))}]

fhe following licenseable implicature is inconsistent with the
system XB:

~bal (system, all{_247, isa(switch, innd = Uoou.uubﬁln,—.::

The scalar implicaturss that cotld be licensed by the assertion
of:

bal (systam, all(_247, isa{switch, _247) => uoowawnnlnni:

are:
(1

This assertion is coensistent with the system EB.
Cutput this cocparative responss to the query:

bal (system, all{_247, isa(switch, ln_—.: 2> boolean(_247) )

In this sampte query analysis, the user first puts QUASI into trace mode and then enters a query.
QUASI first rerurns the semantic representation of the input query and then idendfies the direct
response. It then asks the user W choose a list of salient expressions and posets from those
expressions identified in the query for which QUASI can locate posets from the poset store of
poset derivadon rules. Here the user chooses the quantifiers as salient. By accessing the scalar
implicatre conventions in its definition of conversational impiicamre, QUASI determines that,
if the ifiers are salient, the scalar implicarures that could be licensed by the assertion of the
direct response to the user’s query (that the system does indeed believe that some switches are
booiean), would be the implicamre that the system does not believe that all swiches are
boolean. QUASI then determines that this belief is inconsistent with its KB - for, in fac, it
does believe that all swiches are boolean. So, it tests an altemate response, derived by
replacing the salient expressicn in the response it is currently testing - exists - with another
values ain the salient ordering - all. Tt finds that no scalar implicarures whatsoever will be
licensad by the assertion that the system believes all switches to be boolean, given that only the
quantifiers are salient; all is in fact the highest value in this ordering, and affirmation of a value
can license scalar implicarures only about still higher values. QUASI finds that asserting
‘bel(system, all{_247, isa(switch, _247) => boolean(_247)))’ is consistent with the KB; it is tue
itself and it licenses no (and thus, 1o false) scalar implicarures. So, it proposes this cooperative
response to the discourse planner.
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Note that, if no expressions are chosen as salient, the cooperative response wiil be
identical with the direet response, as in the following interaction where the same query elicits a
different ‘cooperatve’ response:

]: |: ARE ANY SWITCHES BOOLEAN?

The semantic reptesentation of your query is: ,

axists (_4211, isa{switch, _4211) & boolean (_4211))

The direct rasponse is: true

Please choose salient expressicns and a sallent ordering for

each from the following list, forming a list of lists (e.g9.,
[lexists, quantifiars], [3, ucardinalsj]):

Expxession Poset
& [andozx]
exists (quantifiars]

I: 1 [1-
If the following axpressions and orderings ara sallient,
Exprassion Posat
no.”. scalar implicatures that could be licensed by the assartion
bel (aystem, exists(_4211, isa(switch, _4211) & boolean{_4211)})
are:

3
This assertion is consistent with the system KB.
Cutput this cooperative response to the query:

bel (systam, exists(_4211, isa(switch, _4211) & boolean (_4211)1})

Since the user chooses Do expression/ poset pairs from the proffered list, no scalar implicatures
can be calculated from the asserion of the direct (affirmative) response. Licenseable

 implicatures are, then, trivially, consistent with the KB, so the direct response is deemed

cooperative by QUASL



196

2.8.1. Responses When Muitiple Expressions are Salient

When multiple expression/ poset pairs are selected as salient, QUASI idendfies scalar
1plicatures as described in Section 6.4.1, as illustrated in the following exchange:

: DO ANY COMMANDS TAEKE 2 ARGUMENTS?
i1e semantic representation of your query l1s:

kists (11127, isa(command, _11127) & xnumberof (11141,
-HANHQ type, _11141) & nukla _11127, _11141), m:

18 diract rasponse is: true
Laasae choose salient expresaions and a sallient orderzing for

ach from the following list, forming a list of lists (e.g.,
[exists, quantifiers], {3, ucardinals]])):

cpression Poset
[deazrdinals, ucardinals]
[andeoz]

tists [quantifiara]

|: [[EXISTS, QUANTIFIERS], [2, UCARDINALS]].

! the following exprassionsa and orderings are salient,

tpression Poaat
tists {gquantifliers]
[ucardinals)

1e scalar implicatures that could be licensed by the assextiocn

I:

1l {system, exists(_ 11127, isa(command, _11127) &
wgmbazof (_11141, »nu?..ua ty pe, _11141) & take{_ 11127,
.HH&H?NV:

‘bal (system, all(_11127, isa(command, _11127) =>

jumberof nlu.u...ruu Pulﬁlha type, _11141) & take(_ 11127, _11141,,
}), ~bel(system,6 all(_ 11127, “_.huanaﬂu-bu, u.....u.n.: =
wemberof{ 11141, Pul?um_ type, _11141} & ﬂukoaluuu.»q. 11141},
Y, ..V-P.u%nn-ﬂ. all{_ 11127, 1aa (command, _11127) =»
_Eu_uoﬂonalHu.HaH. »ul?ﬁﬂlﬂuﬂo. _11141) & auknﬁ 11127, HH 141),
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4})), ~bal({system, all(_11127, isa(command, _11127) =>
xnumberef{_ 11141, Pnﬂ?ﬂq type, _11141) & take( 11127, 11141},
5))), ~bel(system, exists( 11127, isa(ccmmand, _1112 7} &
xnumbarof (_11141, isa{arg | ﬂuﬂi _131141) & take(_11127, _11141),
N, :Ulu.nu%nﬁob. axists | “_.Hu.nq__ isa(command, 11127} &
axnumberxof (_11141, isa(arg_type, _11141) & take{_: 1112 7, _11141),
4))., t.u'“_.au%uﬂ!u. &uﬂuﬁ 11127, iaa(ccmmand, Hu.u.ni &
xnumbezof(_11141, isa(arg ! nuﬂi _11241) & take(_ ~11127, 11141,

5Nl

The following licenseable implicature is inconsistent with the
system KB:

~bel (system, all{_11127, isa{ccmmand, 11127y =
xnumberof (11141, u.uu?ha typ e, wa.—u; & take{_11127,
2}))

_liiq1),
The scalar implicatures that could be licensed by the assertion
of:

bel (system, all( 11127, isa(command, _11127) =>

Nuﬂﬂ_u.uonalu.u.u.ﬁ: isa(arg_type . u.u.....nu; & take(_11127, _11141),
2))}

are:

n.&ou.anwnna- all(_1ix27, isa (command, _11127) =>

zmumberof (11141, PuIAIHQ type, _11141) % take (_ 11127, _11141),
1)), lUlPC-%lﬁR? all{ 11127, i3a {command, u..._.u.nd a>
xnurberof (_11141, isa(arg_type, _11141) & nuw.: 11127, _11141),
4))), ~bal(system, all(_ 11127, isa{command, HHHN.: =
xnumberof (_11141, »un.unalduﬂi _11141) & ﬁnw: 11127, _11 141},

LID DD

The following licenseable implicaturs is inconsistant with the
system KB:

~bal (system, all( 11127, isa(command, ,IMMHN.J =>
xnumberof (11141, isa(arg_type, _111431} & take(_11127,
M

The scalar implicatures that could be licensed by the assextion
of:

_11141),

bel(system, all(_11127, isa(command, _11127) =>
xnumbearof (_ u.u.u.nu: isa{axg_type, HHHAHv & takm{_11127,
3

a4,
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are:

{~bel{system, all AI....HHM.? isa {(command, ...Hu.u.ni =>

xnumbarof{ 11141, Lsa(arg_type, _11141) & vake (_11127, _11141),

4))}, ~bel(system, all( 11127, isa{command, _11127) =>
UBEUOHOHAIHHH_»H. isa(axrg_type. IHHHS.U & take(_ 11127, Iﬁ_.u.ut_

5111
This responsa is consistent with the system KB.

"Gutput this cooperative response to tha query:

beal (aystem, all{_ 11127, isa{command, I.._.u.u.n..: =>
Nnﬁuvuu.uhnlu.u.u.np. isa{arg_type, lHHH.S.v & take Alu.u.u.uqﬁ I“_.u.u.ﬁ_.f

3

The questioper selects two expression/ poset pairs as salient for the analysis of this query,
the quanrifiers and the cardinais ordered by ‘<’, termed here the ‘ucardinals’. QUASI first
identifies all the implicares licenseable when both exists and 2 are ueated as salient
expressions. Checking these potential implicatures against its KB, QUASI finds the first
inconsistent implicature ‘-~bel(system, all{_6278, isa(command, _6278) => xonumbercf(_6292,
isa(arg_type, _6292) & take( 6278, _6292), 2)))’ and atempts to find a more cooperative
response. This process of checking potential responses and finding an inconsistent scalar
implicarure is carried out once more for the candidate response ‘bel{system, all{_6278,
isa(command, _6278) => xnumberof(_6292, isa(arg_type, _6 297) & take(_6278, _6292), 2)))".
Finally, QUASI identfies a candidate response which licenses no false scalar inferences,
‘bel(system, ail{ 6278, isa(command, 6278} => xmumberof(_6292, isa(arg_type, _6 292) &
take( 6278, _6292), 3))’. 3o, QUASI outputs this candidate cooperative response o the

discourse pianner.

Note that changing the order in which expression/ poset pairs are considered produces no
change in QUASI's cutput:
| : DO ANY COMMANDS TAKE 2 ARGUMENTS?

Tha semantic reprassntatica of your mnlwe is:

axists Alu.mmun‘ isa(command, Iu.maun:uuﬂu&ahon P..Hmmuo.
isa(arg_type, _18650) & take( 18636, 18630}, 2))

The direct tesponse is: true

Pleasa choose sallent expressicns and a salient oxdering for

e xnumbazrof (_18650, isa(arg_type,
3))), ~bal(system, exists(_18636, isa(ccumand,
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sach from the following list, formin
g a list of liat .g.
{[exists, quantifiers], [3, ucardinals]]): : (e

Expression Posat

2 [dcardinals, ucardinals)
& {andor]

axlists {quantiflers]

1: |: [[2, UCARDINALS], [EXISTS, QUANTIFIERS]].

If the following expreasions and orderings ares salient,

Exprassion Posat
2 {ucardinals]
axists {quantifiers]

Mww scalar implicatures that could be licensed by tha assertion

bal (system, exists(_18636, isa(command, _18636) &
”ﬂ%&ouonﬁlﬂmmuo. isa(azg_type, _18650) ] take(_18636, _18650),

are:

[~bel (system, all( 18636, lsa(command, _18636) =>

wuﬁuonou (_18650, lsa(arg type, _18650) & take{_18636, _13650)
)}), ~bellsystam, all(_18636, isa(command, _18636) => .
wﬂgﬂonﬂlu.nau? isa(arg type, _18650) & n-.ﬂun 18636, 18650)
1)), ~bel(system, all(_ 18636, isa(command, _18636) => ‘
”uﬁv.uoanlu:u? isa(aTg_type, _18650) & taks(_18636, _18 650)
1)}, ~bel{system, all(_18636, isa(command, 18636) => o

- xnumberof(_18650, isa(axg_type, _18650) & take{ 18636, _1B630),

5})), ~beal(system, exists(_ 18636, isa{command, _1863 6) &
_18650) & take( 18636, _18650),
xnumberof (_18650, isa(arg type, _18650) & nnwilwwmwmv mu.uo.ms
4))), ~bel{system, exists(_18636, isa(command, ~18636) T ‘
xnumberof (_18650, isa(arg_type, _18650) & nuklaﬂp.mnumﬁ 18650),

"5

- The following licenseabls implicatute is inconsistent with the

system KB:

~bel (system, all(_18636, isa(command, _18636) =>
xnumberof (18650, lasa(axg_type, _1B650) & take(_18636, _18650),
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a7 jgmplicatures rhat could be licensed by the assartion

sma o2
ot 636) =>
( 18636, isa(command, _18
uophuwunnn.wmwwow isa({azrg_type, _18650) & take(_18636, _18650},
o\~
“ﬁﬁ“ﬁ
29!}
are:

18636, iaa(command, _18636) =>
..uoi&-«moﬂwmmww ﬂmn-?uulnwmo. 18650) & take( 18636, _18650),
uﬂnbnn&ononp\ﬁumunaa all{_18636, isa{command, _18636) => Lass0
3313 £ 18650, isa{arg type, _18e€50) & ﬂwwoalu.mmum. _ HR

207 Tystem, all( 18636, 132 (command, _18636) =>
N ot | 18650, isa{arg_type. _1lses0) & taka (_18636, _18650),

vpotuba licenssable implicature is inconsistent with the
The totg:
uwﬁuduﬁ KB _
o, all{_18636, isa(command, _18636) =>
el (875571 8650, T4sa (axg_type, _18650) & take( 18636, _18650),
o\
xnumb®
! J1ar implicaturas that could be licensad by the assartion
the #°
£
° am all{(_18636, isa(ccmmand, Iu.mmwmv =>
pol (87755 13650, isa(arg type, _18630) & take( 18636, _18650),
gof s - -
munP?
)
aze’
stam all( 18636, iaa (command, Iwmmumw =>
Tw.t&ﬁ 18650, isa(arg_type, _18630) & take (_18636, _1B650),
Dbl T srem, all( 18636, isa(command, _18636) =>
oy .w“; 18650, iaa(aTg_type, _18630) & take{_ 18636, _18650),
205+ bm -
xoub®
5] -
o-mouuo i1s consistent with the system .
his *
” tnis cooperative response to the guery:
out]
ot all(_18636, isa(command, _1B636} =>
v.ﬁ&.a '48650, isa(arg_type, _18650) & take(_18636, _18650),

Huﬂﬂvouan {
1))
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The scalar implicarures identfied in the above exchange and the candidate responses proposed
are identical o those of the previous exchange. This demonstrates that the calculation of scalar
implicatures is oot sensitive to the ordering of salient expressions.

7.2.8.2. Changing Salient Expression Changes Output

Although the ordering of salient expressions does not change the calcuiation of scalar
implicamures, the selection of one expression as salient over another certainly does alter the

implicatures that will be identified and the cooperative responses suggested by QUASL
Consider:

|: DO ANY COMMANDS TAKE 2 ARGUMENTS?
The semantic representation ¢f your gquery la:

axists(_21330, isa(command, _21330) & xnumbexof(_21344,
isa(arg_type, _21344) & take(_21330, _21344), 2))

Tha direct responsa 1s: true

Pleass chocse salient axpressions and a salient oxndering for
aach from the following list, forming a list of lists (e.g.,
[[axists, quantifliers], (3, acardinals]]):

Expression Posat

2 [dcardinals, ucardinals)
& [andor]

axists (quantifiers]

|: 1: [[EXISTS, QUANTIFIERS]].

If the following axpressions and ordarings are sallent,

Exprassion Poset
exists [quantifiers]

The scalar implicatures that could be licensed by the assertion
onu

bel(system, exists( 21330, isa(ccmmand, _R1330) &

snumbexof (_21344, isa(arg_type, _21344) & take(_21330,
_21344), 23))

A4re:
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[~bel (system, all(_ 21330, Asa{cemmand, _21330) =>
mumberof (. 21344, Pnnﬁﬂha_ ﬂuﬂuﬂ\ Mu..whhv & .nm.woﬂlnwwuo.
_21344), 2y 1

[he following licenseable implicature is inconsistent with the
system KB:

~bel (system, all(_21330, isa(command, _21330¢) =>

cnumberof {21344, isa{arg_type. _21344) & take (_21330,
_21344), 2)))

[he scalar implicaturas that could be licensed by the assertion
3L

sel (system, all(_21330, isa(command, _21330) =>
cnumberof nlnu.unﬁ isa(arg_type, Nu.uhS & take A...Mu.umc‘
21344), )N
TS

Il
This assertion is conaistent with the system KB.
Jutput this cooperative rasponse to the quary:

all(_21330, isa{ccmmand, _21330) =>
n“_.u:v & take(_ 21330,

bel (system,
xaumberof (_21344, isa(arxg_type,
_21344), 2))}

When a quamifier ordering is salient, QUASI will suggest ‘bel{sysem, all(_21330,
isa(command, _21330) => xoumberof(_21344, isa(arg_type. _21344) & rake(_21330, _21344),
2}))* as a cooperative respoase. However, when the cardinals are salient, QUASI will calculate
a different cooperative response:

[: DO ANY COMMANDS TAKE 2 ARGUMENTS?
The semantic rspresentation of your query ia:

um.—onv & xnumberof{ 26506,
_26506), 2))

exists (_26492, isa(comnand,
u.nﬂ:uq type, _26506) & nnwo. 26492,

The direct response is: true
Please chooss salient exprassions and a sallent ordering for

sach from the following list, forming a list of lists (e.g.,
[[exists, quantifiers],[3, ucardinalsi]):

. bal (system, axists(_26492, isa{commnand,
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Exprassion Posat

2 [decardinals, uncardinals]
& _ {andor]

axists {quantifiers]

1: }: [{2, UCARDINALS]].
If the following expressicns and orderings are sallent,

Expression Posst
2 [ucardinals]

The scalar implicatures that could be licensed by the assertion
of:

bel(system, exists( 26492, isa(command, _26452) &
xnumberof (26506, isa(arg _type, _26506) & take( 26492,
_26506), 2)))

are:

[~bal (system, exists(_26492, isa(command, _26492) &
xmumberof (_26506, p-n?.nd typa, _26506) & take(_26432,
_26506), 3))), ~bel(system, onu.ﬂ..un 26492, isa(command, -
& xnumberof(_26506, isa(arg_type, Inmuo& & take(_26492,
_265086), ::‘ ~bal (systam, & xists( 26492, PnlﬁnEn _26492)
%t xnumberof ( _26506, isa{acg_typse, umuomu & take(_264 92,
_2650€), 57

264 92}

The following licenseable inplicature is inconsistent with the
system KB:

~bel (system, exists{_ 26492, isa(command, 2643%2) &

xnumbaerof ( 26506, isa(arg _type, _26506) B take (_26452,
_26506), 3)))

The scalar implicatures that could be licensed by the asserticn
of:

26492) &
xaumbezof ( 26506, u..ulalﬂa type, _2650€). & cake(_: Nnhun_.

_26506), 3)))
ALW:

[~bel (system, exists{ 26492, isa{command, _26492) &
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xnumberof (_26506, isa(arg type. _26506) & taka (_26452,
_26506), 4))), ~bel (asystem, exists (26492, isa{ccmmand, _264 92}
& uunBUnuonAlemom. isa(arg_type: lwmmomu & take(_26€492,
_26506), S)))}]

The scalar implicatures that could ba licensed by the asseartlon
of:

bel (system, ou#unualumuwu. isa (command, lwmamnv &
uﬁdHUDHOHAPMQuom. isa{arg_type, Inmmomu & dﬂkoﬁlhmhmw.
_26506), 3)))

are:

{~bal (systaem, axists (_5451, isa (command, _5451) &

xnumbarof (5465, isa(arg_type. _5465) & rakae(_ 5451, _5465), -
4))), ~bal(systam, axiats (5451, isa(command, _5451) & xnum
barof(_5465, isa(arg_type, _5465) & take (_5451, _5463), 5)))1]

This assertion is conaistent with the system KB.
Output this cocparative rasponse to the query:

bel (system, exists{_ 26452, 1sa{command, _26492) &

xoumberct (26506, isa{arg_type, _26506) & take (_26492, _265086),
nn

1.2.8.3. When Several Responses are Cooperative

Humouﬁnuma.nazw4Enounuﬂuoaﬁ_ow_ﬂﬁaﬂBhwcnnxﬁmnnh<n.w.qﬁmﬁﬂﬂ.5hn
QUASI predicts it will license no scalar implicamres inconsistent with the KB. One such case

is illustrated below: |70

{: IS MSETSWITCH NONINTERACTIVE AND IS SETSWITCE NONINTERACTIVE?
fhe semantic representation of your quary 1s:

noninteractive (msetswitch) & nonintesractive {satswitch)

The direct response is: false

Please choose salient expressions and a salient ordering for
aach from the following list, forming a list of lists (8.9-.,
[[exists, quantifiers], (3. ucazrdinalall):

1700 here '#' designates logical disjunction and *&', conjunction.
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Expreassion Poaeat
& [andorx]
[msetswitch] [switch commands]
[satswitch] [switch_ commands ]

|: |z {[&, andoz]].

If the following expressicns and orderings are sallent,
Expression Posat

& {andor]

The scalar implicatures that cculd be licensed by the assertion

of:

bel{aystem, ~{noninteractive {msetswitch) &
noninteractive (seatswitch}})

are:

[~bal(system, ~(noninteractive (msetswitch) #
noninteractive (setswitch)))]

This response is consistent with the system KB.

MWJ scalar implicatures that could be licensed by the assertion

bel (systam, noninteractive (msetswitch} #
noninteractive (setswitch))

Are:

[~bel (system, ncninteractive (msetswitch) &
noninteractive (setswitch)}]

This response is consgistent wilth the system EB.
Choosa one of thess candidate cocperative responses:

U-.._.?uiﬂ.-? noninteractive (mssatswitch) #
noninteractive (setswitch))

bel(system, ~(ncninteractive(msetswitch} &

- noninteractive (setswitch)})
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this exchange, where the user has chosen the logical connectives as salient, QUASI finds that
0 candidate responses license no misleading scalar implicamres and ourputs both. In each
se, QUASI presents those implicatures that are licenseable via the utterance of each.

2.9. Outputs

Examples of system output when QUASI is in trace mode have been presented above.

hen not in trace mode, QUASI returns only a set of candidate cooperative responses 0 the
rminal. 7! The first example, when QUAST is not in trace mode, thus runs as follows:

: ARE ANY SWITCHES BOOLEAN?

lease chocse salient expressions and a salient ordering for
ach frem the following list, forming a list of lists (e.g.,
[exists, quantifiers], [3, ucardinals]l}:

xprassion Poset
{andoz]
xists [gquantifiers]

s {: [[EXISTS, QUANTIFIERS]].

al (system, all( 218, isa(switch, _218) => boolean (_218}))

jven the expressions and posets selected as salient, each member of this set mmnmmg. the
iterion of not licensing misleading implicamres. From the returned set of 9.5&%8
ypropriate responses plus information external o QUASI, it is EBnn& that the u”aooﬁmo
anner salect an actual response. The system also outputs the scalar implicatures which each
sponse (if output) might license. If QUASI were embedded in u._ﬁwﬂ anadﬁwsmc»mo
1estion-answering system, the choice of one of these cutputs should Bmw.a_. &.n ,Bwn_uum of the
srresponding set of licenseable implicanures as communicated to the user implicitly.

.2.10, Future Research

As noted above, some aspectss of the theory presented in previous chapters are not
nplemented in QUASL I have mentioned some of these in the discussion above. Tao,

though classification hierarchies are represented in the switches domain, no attempt has been

1" Qther information is of course available (o the discourse planner.
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made to limic salient hierarchies using the ‘entry level’ notion discussed in Section 6.3.2.1, in
large part because the hierarchies modeled here are not infinite and becauss thers is no
empirical evidence allowing us to identfy enmry levels in an electronic mail domain. At presenr,
QUASI generates only semantic representations of candidate responses, since this module is not
acmally suggested as a stand-alone natural-language interface, However, for demonsirational
purposes, it might be desirable to remrn acmal English output

72.11, Summary

The system described above demonstrates that the theory of scalar implicature presented
in this thesis is both computational and of some potential use for natural-language generation,
Whether or not the approach to response generation suggested above has any cognitive reality,
it provides a convenient fiction which accounts for naturally occurring data in a reasonable way.
However, the real computational benefit which results from the calculability of scalar
implicature is a more general one: the calculation of what may be conveyed and what may be
inferred — beyond the literal propositional content of generated or interpreted text.

In this application, I have chosen to focus on the use of a theory of scalar implicature in
naryral-language generation and have limited this application to the generation of cooperatve
responses (o0 yes-no questions. However, the formalism and, indeed, the core of the
implementation may easily be adapted to other uses in generation — and to the interpretation of
user input The anficipation of potential scalar implicatures licenseable via system ourput
exactly parallels the analysis of implicatures possibly licensed by user input. Even in systems
thar do not support natrai-language interaction, the notion of scalar implicamre proposed here
should prove useful, since these inferences are analyzed from formal language representations
of natural language imput.



CHAPTER VIII

Conclusions

be applied to a pardcular problem in

i ersational implicatures can
how the calculaton of convers p s o yeso

narural-language question-answering, the specification of cooperatve
questons.

i ith ional implicamure, but
bed obstacles to a definition of conversatiol
B e asossy menon based upon speaker

f and sufficient conditions on this pheno  upo!
ﬁo”“:”“douﬂ”ﬂm“ﬂwﬂ cooperativity and in hearer .u_.uEQ © .io..x out EMEM_M._H_..
as well as the cancelability, nondetachability, and reinforceability of that Emnaaﬂmﬁm> ,_dem
3, [ proposed a reinterpretazion of the class of GENERALIZED n.oz<mxm>dom>hp. e qﬁw
which inciude what have previously been identified as generalized nEEmQ impl Munnﬁ.mbn o
examined agempts to define such quantity implicarures by Hom, mw_.a..&.. m_.a. 2 amd e
obstacles which have stymied them. [ showed thatp; represents 2 nE.HEQ _Bﬂ__nu“ﬂ iﬂ on e
'working out’ of P is dependent upon speaker’s and hearer’s perception of wo.Bnnoa _“M e
ordering speaker’s umerance with other potential unuab.o.nu. Finally, H j _w F
implicature and distinguished it from these earlier definitions of A.Ennq Eu.n _nﬁE.an. o
particular, I showed how scalar implicatures are supported by perczpuion of a wider <Eﬂ. onw_ *
orderings, including set inclusicn, whole/ part, entity/ pB.._:oca. Bn.aal HMQHMM piatod
previously noted 'canomical’ orderings, such as the aﬁuhmoa.. cardinals, o _.u .
implicature is defined not only for the affirmation of values in mu.nr B ordering, e
denial or assertion of ignorance regarding such values. Scalar ﬁ.._u__nunbdm may :.8_"&&3
infercnces about higher, lower, or alternate values to &o.ﬂ .Bonno:&. mﬂ.on. EEM o
description of this phenomenon, I proposed a set of scalar implicature convennons w

given utterance and given salient orderings, permit the anticipation of interpretation of scalar
implicatmres.
In Chapters 4-6, 1 showed how these conventions may be used 1o calculate licenseable

. . . . s
scalar implicatures. Chapter 4 dealt largely with aﬂﬂﬂﬂao.uh_ _.GEB 1 u._a»uﬂn 0»““«3
anugﬁsﬁagmom%inﬁugﬂﬁg%n%
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of certain rankable expressions and discussed the epistemic force appropriatcly assigned to
licensed implicamres. In Chapter 5, | first described the varied types of ordering relatio-s that
can support the ranking of utterances for the licensing of scalar implicature. I nexrarg  that
all and onty those relations that can be modeled as partizl ordering relations or POSETS  >port
scalar implicature. Partial orderings of higher, lower, and alternatz expressions can indircetly
order semantic representations of urterances similarly, so that the appropriate scalar implicarre
convention can be acpessed.

In Chapter 6 I related the conventional aspects of scalar implicature to the interpretation of
partcular inferences in context. I proposed a definition of ordering COMPATIBILITY and suggest
how this concept may be used o relax the requirement that speaker believe some partal
ordering is mutually believed salient for speaker and hearer. To identify salient expressions and
salient partial orderings in a discourse, 1 proposed use of FOCUS/ TOPIC/ CENTERING information
and suggested how current work on these phenomena might be adapted/ extended to this end. [
examined certain srrategies for marking and identifying focus, including syneactic, prosodic, and

. semantico-pragmaric cues. I also proposed ways to limit poteatially infinite orderings to locally
" salient orderings using concepts of BASIC and ENTRY LEVEL for classification hierarchies and
" ways to distinguish between duals when one is believed salient. I also suggested possibilities for
4" fomre research in the identification of salient orderings. I extended the scalar implicature

formalism w accommmodate scalar implicamres arising from utterances in which more than one
expression is salient.

In Chapter 7, I described an application of the theory defined in previous chapters 10 the
calculation of indirect responses to yes/ no questions. [ described QUASI, a natural-language
interface © a database which generates indirect and qualified direct responses o yew o
questions about switches in a computer mail system. Given a semantic representation of the
desideratum of & yes/ no question, QUAST retrieves direct responses from the knowledge base
En calculates the scalar implicatures that could be licensed by their generaton. Where any
such inferences are incomsiswnt with the system's knowledge base, QUASI calculates
alternative responses that will not license such false inferences.

While 1 have demonsmated one practical use for the calculation of of one type of
nversational implicature, the undemonstrated uses are clearly even more significant. If we
calculate conversational implicature, then we can access a heretofore inaccessible icvel of
rance meaming computationally. For natural-language understanding systems, this means
systems can understand far more from user input than they have previously understood.
natural-language generation systems, it means they can anticipate far more accurately the
ffect that system output will have on its audience. And, in less practical terms, it means that
are one step closer to understanding utterance meaning.




