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ABSTRACT
2. SPEECH RECOGNITION

SCAN (Speech Content based Audio Navigator) is a spoken
document retrieval system integrating speaker-independeffhie speech recognition cpuonent of SCAN includes an
large-vocabulary speech recognition with information-retrievahtonational phrase boundary detection module and a
to support query-based retrieval of information froneesfh classification module. These subcomponents preprocess the
archives. Initial development focused on the application afpeech data before passing the speech to the recognizer itself.
SCAN to the broadcast news domain. This paper provides an
overview of this system, including a description of its graphicai 1
user interface which incorporates machine-generated speech

transcripts to provide local contextual navigation and random . . .
access for browsing large speech databases. The intonational phrase boundary detection module analyzes

and classifies the incoming speech stream every 20 msec as
either occurring within an intonational phrase or within a break
1. INTRODUCTION between intonational phrases [3]. This classification is driven
by a regression tree model [1] which take as observation vectors
We present an overview of SCAN (Speech Content based Audiglues for fundamental frequency, RMS energy and
Navigator), a system developed at AT&T Labs-Research whiciutocorrelation-peaks.
supports the retrieval, browsing and navigation oéesh
archives. The system consists of three components: (i) Tae resulting intonational phrases serve as recognition units by
speaker-independent large-vocabulary speech recognitibfeaking up the incoming speech stream into smaller segments
engine which segments the speech archive and generai@sdecoding. In addition, the phrases serve as prosodically well-
transcripts, (i) an information-retrieval engine which indexesormed browsing and play-back units in the user-interface. This
the transcriptions and formulates hypotheses regardingarguably preferable to using fixed-size segments, which might
document relevance to user-submitted queries and (iii) egin and terminate within words and otherwise form
graphical-user-interface which ugports search and local prosodically ill-formed segments for play-back.
contextual navigation based on the machine-generated
transcripts and graphical representations of query-keywo e e
distribution in the retrieved speech transcripts. An overview 0O 2. Channel Condition Classifier
the system architecture is provided in Figure 1.

Intonational Phrase Boundary Detection

The intonational phrases are subsequently passed to a classifier
designed to detect one of four different channel conditions: (i)

Speech pyntonational wideband (0-8kHz) speech recorded in a studio environment
Corpus "Detection with no background noise; (ii) wideband (0-8kHz)esph
; recorded in non-studio environments, including field conditions,
with no background noise; (iii) narrowband (0-4kHz
Classification User Interface g (i ( pagh

recorded from telephone interviews and (iv)esgh with
‘ ¢ background noise and/or music. The training data come from
- the 1996 broadcast news corpus distributed by the Linguistic
Recognition <-> Information Data Consortium and that comprised the HUB4 continuous
speech recognition task for that year. The decision to apply one
of potentially several acoustic models is based on this

Figure 1: Overview of the spoken document systerrFIaSS'f'cat'on'

architecture e . . . .
The classifier itself is based on full covariance Gaussian mixture

. . . . models, initialized using vector quantization and trained using
Previous work on information retrieval from speech databases ! 2 . -
. . ; e Expectation-Maximization algorithm [7]. Input consists of
include a system for Swiss radio news [14], a system for

L . . . ’ " 41 _dimensional vectors of filter-bank coefficients in dB units,
digital video library [15], radio news broadcast retrieval using . ived from Hamming windowed frames of 20 msec with a
subword units [9], a Video Mail Retrieval syst_em [4,5] and rame advance rate of 10 msec. The filter-bank coefficients are
number of systems developed for the Text Retrieval Conferenggmputed by taking the base 10 logarithm from short term
Spoken Document Retrieval track [1Bjter alia. power spectra in the 0-8kHz band from a mel-scaled bank of



filters. average number of unique terms in a document, computed
across the entire collection.
The user-queries are also preprocessed in the manner described

2.3. ReCC’gmzer above and indexed usittg weights [12]:

The core speech recognizer is based on a standard time- (1+In (tf))- idf
synchronous beam search algorithm and continuous-density,

left-to-right, three-state, context-dependent HMM  phonghere inter document frequenidf is defined as the ratio of the
models. ~ The transduction from phone HMMSs t0 wordgis| number of documents in the collectiirand the number

sequences is implemented in the general framework of weightgfqocumentsif that contain the word, scaled again by a length
finite-state transducers [14,17]. The decoder supports multiplg, malization factom:

recognition hypotheses in the form of word lattices, derived
from model lattices by transducer composition. In (N/df)

Acoustic observations serving as input to the HMMs consist of, inner-product similarity measure is used to assess the
39-dimensional vectors taken from 20 msec analysis frames Withayance of a document vec@rand a query vecta

10 msec overlap. Each acoustic vector contains the first 13

normalized mel-frequency cepstral coefficients, along with their Sim(Q,p) = s q - d
first and second time derivatives. common tefms t

We have experimented with several acoustic models trained wheret; is a term present in both the query and the docurgent,
broadcast news data, partitioning the training data in terms isf the weight of ternt; in the query, andl; is its weight in
differing channel conditions. Training iterations for all thedocumenti. The transcripts are ranked by their decreasing
acoustic models consist of eigenvector rotations to decorrelaignilarity to the query and presented to the user in this order.
the training data, k-means clustering, normalization of means

and variances based on maximum-likelihood, and Viterbi 4. USER INTERFACE

alignment to resegment the data. The output probability

distributions in the HMMs consist of a weighted mixture o
Gaussians with diagonal covariance. The number
components per mixture varies from model to model, but rang%\
between 4 and 12.

f(;l'fhe graphical-user-interface is built on the principle of "what
u ®e_s dmost what you hear" (WYSIAWYH) and uses the
R transcripts extensively. The term “almost” is included
because the machine-generated transcripts are errorful.

We have also experimented with several language modeis sermmmmmimgs T
varying in vocabulary size from 20k to 237k. Standard Kaf]cire seareh scon

backoff trigram models [6] are Constructed from appropriat QUERY: [senate whitewater committee’s conclusion Hillary Clinton arkansas land SEARGH CLEAR
training corpora. Trigrams and bigrams are then discarded frg RESULTS

the model in cases where the difference between the moi| " o DE ST ST ioum WP

prediction and backed-off prediction is less than a threshold dhiine oana s 170
3 CNN Headline News 06/05 36 80.17 167.72 23
4 NPR All Things Considered 0618 12 27.50 290.56 39
& NPR AllThing: Gonsidered P - B
f*(Po*Py) <T 5 ABCNightime o oaha 4 sam em =
1o NBR AN THinge Sonaidered a7 OEROWR %
wheref is the observed-gram frequencypP, is the n-gram OVERVIEW
prediction andP, is the backed-offr(-1)-gram prediction. §
arkansas
ntovater
3. INFORMATION RETRIEVAL hia
deals
committee’s
. . . . . . sx?na(e
The information-retrieval engine used in the system is based ||sin h
a vector space model which generates weighted term (wo AT TRANSCRIPT
vectors for a given transcript and is known as SMART N th e iean majorty concisdos thas - of odam inton nad & posert

H H H H Ho motive to hide law firm billing records and to conceal her knowledge of a fraudulent arkansas land deal in
information retrieval community [2,11]. SMART initially || henineteen signties-
preprocesses the transcri pts by (|) tokenizi ng the text inil thereportis not the only problem the clinton administration said to face this week a second whitewater trial has opened
little rock arkansas of congress is continuing to investigate the firings of seven white house travel office employees”
individual words, (i) removing common fuNCtioNS WOIS ANG)|atanew set of congressional hearings i abaut began on the improper gathering o the b background fles at the
. . h | . | . Th white house it as npr’s mara liasson reports at the center up much of a controversy is clinton”
(”I) runnlng morp 0 Oglca Stemmlng' e term vectors ar "butin a set a republican senator rod grams got right to the point when he’s summer eyes the results of the committee”s
H H H H . investigation today there’s been one central figure that has been out a major player in all three cases of this
then weighted using tHau term weighting scheme [12]: Inestigation irom the vinee foster Rours aner A death”

1 +|n tf / 1 +|n average t Selection Length: [ 16.82 seconds Stop Audio | Close Browser
( (1)) ( get)) ATET Labs Regearch

0.8+ pivot+ 0.2. (# of unique term}

where term frequendy is the number of times a term occurs inFlgure 2: The SCAN graphical user interface.
the text,average tfis the average of thigs of all the terms in a

document/n is a length normalization factor, apivot is the The interface, presented in Figure 2, consists of three



components: (i) Search, (ii) Overview and (iii) Transcripts. Th&inally, providing the transcript enables users to exercise
Search component (top of Figure 2kccommodates user “checks” to determine the relevance of a given document: by
submitted queries. The information returned by theuickly scanning it they can determine whether problems in
information-retrieval engine is displayed as a ranked list afither speech recognition or information retrieval led to the
(potentially) relevant documents. Each of the items displayed &election of an irrelevant document.

the ranked list provide links to the corresponding documents.

: . : L 5. SYSTEM ASSESSMENT

Associated with each document in the ranked list is an
Overview display and a Transcript display. The Overvievsi_
display (middle of Figure 2) provides the user with information
about the distribution of query-keywords within the transcript:
associated with the selected document. A graphical rendering
this information allows the user to quickly assess regions with
the transcripts that are “hotspots” insofar as they exhibit hi

0 provide an assessment of the effectiveness of information-
etrieval, we present results from two tasks. The first is the
(ﬁEC-G SDR task [13] which involves 49 known-item user-
ﬁ;lueries where each query has associated with it a unique
ocument in a collection of 1452 documents. Performance on
He task can be measured by simply counting the number of

query-keyword density or occurrences of a certain word or wo ies f hich the t td ti ked withi K
combinations. This information is rendered as a histogram fiyeries for which the target document 1S ranked within some
ks. Figure 3 presents these counts for K=1, i.e., when the

Figure 2. The x-axis represents the length of the selected au . . .

document, with the bin-boundaries corresponding to thgorrect document was ranked #1 by the information-retrieval

intonational phrase boundaries detected at recognition tinfd 9'ne a_nd_ for K=5, ie., when the correct document was
ked within the top 5 ranked documents. Results are

Within each intonational phrase, we denote the occurrence o . .
Qresented for retrieval based on both machine-generated

query-keyword in the phrase by adding a color-coded bloc int dh ted t ot
The height of the block is determined by the term Weight{anscrlpsan uman-generated transcripts.

computed by the information-retrieval engine for the specific

query-keyword. The query-keywords themselves are displayed
to the left of the histogram, again color-coded for easy 45
identification with the blocks in the histogram. Each bin in the
histogram is linked to the audio associated with the intonation

phrase; simply clicking on a bar in the histogram, or on thé 3B
baseline in cases of an empty bin, will trigger audio play-back of
the corresponding intonational phrase. 2
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The final component of our intexe consists of a display of the g
ASR transcripts (bottom of Figure 2) associated with the
document that the user has selected. Within the transcrip%, 15
words matching the keywords from the query are color-hilighte@

to facilitate quick visual scanning. The transcripts are also
formatted so that the text associated with separate intonational s
phrases are delimited in paragraph type breaks. Again, each o
paragraph is linked to the audio associated with the intonational 1 5
phrase; simply clicking on a paragraph will trigger audio play- K-RANK

back of the corresponding intonational phrase.

20

Figure 3: Information retrieval accuracy on a known-item task
Both the Overview and Transcript components are designed hgsed on ASR transcripts and human transcripts.
provide the user with information about the internal structure

and content of the selected transcript. The aim of this design\A';nile the TREC-6 SDR task affords us a benchmark with which
to .aifo.r d tt?‘e user ql;]lcl; access tto tlejerlylng”spech dat.anythto compare our system performance against other systems on the
p0|c? Ilr'] € spehec. tocumenf. K y V'Zu%.yt Tg”t.e””g dgame task, it is widely held that the task is too restricted in its
underlying spech in terms of keywor IStribution —an scope, due primarily to the small size of the corpus over which
machlne-ggnerated transcnpt.s, the mtgrface allows the user Qrieval is being conducted, to be a robust measure of spoken
fully (laxplo!t thle dhuman .3b|I|t.y toh rapnljly scan apd brc:c"vshedocument retrieval performance. To compensate for this, we
lcomphex wzga ata.tcl) |hent|fr3]/ the .rehevanf' portions oEt Bxercised the system further, devising another task in which we
engthy audio material that they wish to listen to. acg lected 94 AP Newswire headlines from the same period that

trtanscrlpt dc_?n bebwewec(ij as a wsm:_all gr:jalogtue to the splae fi8 broadcast news archives were collected. These headlines
story, and It can be used as a partial Index 1o access re eVale then used as user queries. In lieu of relevance assessments
speegh m_formanon. The visual analc_)gue also alk_)ws Us 18 these headlines, which were not available, we simply
exploit existing textual layout conventions, to provide som

tructure 1o th derlvi h. Furth the T _tgompared the retrieval results from the machine-generated
structure to the underlying &pch.  Furthermore, the franscrip transcripts with those from the human-generated transcripts. In
component allows the played egzh to be interpreted in

doing so, we assume that retrieval from human-generated

context: i.e., users can scan the transcript to see what was SRl scripts serves as an upper-bound on our retrieval
before and after the soundbite they are currently playing. Th rformance; i.e., average precision is 100%. Having made this

no longer hear an isolated soundbite with no idea of where t §sumption we can calculate average precision based on
played speech occurs in relation to the whole document. '



retrieval from the machine-generated transcripts and compare
this to the upper-bound.

The results from the AP headlines task is illustrated in Figure 4,
where average precision based on the machine-generated
transcripts is plotted as a function of K ranks, where K={1, 5,
10, 20, 30, 50, 100}. The top curve represents average
precision when the word-error-rate is 30.0%. For comparison,
another curve is plotted which represents average precision
when the word-error-rate is 42.7%. This test shows that with a
word-error-rate of 30.0%, we perform approximately 81% as
well as we would if the transcripts were perfect. This test also
shows that better recognition results in higher precision
retrieval.
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Figure 4: Average precision based on ASR transcripts at

different word-error-rates for the AP headlines task.

6. CONCLUSION

We have described a system for querying and retrieving
information from speech databases which integrates speech
recognition and information retrieval technologies. Preliminary
assessments conducted on tasks in the broadcast news domain
are encouraging and we continue to explore techniques for
improving information retrieval precision through the use of
word lattices. We have also described an interface which allows
users to identify relevant regions of the underlyinges
without having to listen to the entireegrh document and are
conducting usability tests on this intacé.
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