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Abstract

Many methods seek to better understand the latent space of image synthesis models (e.g., VAEs, GANs) in order to dissect the generative process and to enable easy latent space search: the task of navigating the latent space of the models such that the image produced by it follows some pre-conceived notion. The success and speed of such methods has led to the widespread adoption of generative models as self-supervised representation learners with test-time optimization: optimizing on the latent space subject to constraints on the decoded image space can allow constraint-conditioned generation. It is not obvious how to carry search methods for continuous latent spaces over to autoencoders that have discrete latent spaces. In this paper, we provide empirical analysis of the latent space of Vector Quantized Variational Autoencoders (VQVAE), and propose a framework to extend continuous distribution search to the latent space of discrete models. We build and verify the different components of our framework and propose future experiments that we believe would lead to their successful combination. Our code is available at Github.

1 Introduction

The past decade of research in image synthesis has been dominated by generative models, each of which has come with its respective set of advantages and training tricks to help elucidate their best behaviour. While variational methods trained with evidence lower bound ([1] [2] [3]) typically have better ability to capture a range of modes for complicated data distributions (and have been applied to a range of downstream tasks from model-based reinforcement learning ([4] to 3D representations [5]), training generative models with discriminative signals, as popularized by the success of Generative Adversarial Networks ([5]) has paved the way for generation at scales and resolution that was not available before. It was shown that such models could also be scaled [6] and trained with controlled mode collapse.

Independently, papers like [7] [8] [9] [10] [11] have investigated the role of such generative models in representation learning. They show that the distributional (latent) space from which these generative models sample can have interesting semantic meanings which may be useful for other tasks. Methods in test time optimization and inversion both seek to provide quick ways of probing this representational space given some constraints on the co-domain image space. However, they are limited by the properties of the generative model itself: how many modes of the data does it capture and whether it is able to decode to high resolutions are both questions of concern for supervision.

A big leap in high fidelity conditional image synthesis space has been achieved through the recent progress in discrete neural representation learning [12] [13]. Vector-Quantized Variational Autoencoders, in particular, showed that using a small set ($\approx 32^2$) of latent codes, each of which can take on a discrete set of values ($\approx 512$), it is still possible to achieve high quality reconstruction and generalization. Note that despite being called variational, there is nothing fundamentally variational
Figure 1: Searching the Latent Space of a Discrete ’Variational’ Autoencoder is a challenging task about this style of auto-encoder as there is no sampling happening in the latent space; instead, the latent codes and the model are jointly optimized for reconstruction, commitment and alignment. It is the combinatorial blowup of all possible discrete combinations, and not variational inference from distributional assumptions on the latent space, that allows for various modes of the image space to be represented. Hence, further training on the latent space is required to sample new images from them. Since VQVAEs have arrived, variations on trained discrete autoencoders have achieved state of the art results in the image synthesis fields, and the compact categorical nature of the latent space has allowed for all sorts of conditioning. The hugely popular model DALL·E [12] is essentially a VQVAE with a text conditioned sampler for its latent space; the variance and novelty in its results show that discrete generative models might be capturing rich representations which we would like to take advantage of via test-time optimization. However, there has been little progress in search the latent space on these discrete models. In fact, it is unclear what searching the latent space of the model would even look like, given that their exist no distributional structure over them.

In this work, our goal is to make progress toward resolving this problem given the huge representational potential of discrete VAEs. Our contributions are three-fold: (1) First through we provide a detailed review of the most powerful latent-space based generative models in literature today that are amenable to conditioning (on class, text, etc) with a special emphasis on the ease with which we can search their latent space, contextualizing VQVAEs in this landscape (2) we provide an analysis of discrete variational autoencoders for simple image-based datasets, compare their performance on ablations to their latent structure and offer insights from the failures of simple gradient based methods to navigate their latent space, and (3) we provide a flow based framework with preliminary synthetic experiments, which we believe if scaled correctly has the potential to close the gap between test time optimization for discrete and continuous generative models.

2 Related Work

Image Synthesis and Latent Spaces A wide class of algorithms have been applied to the image synthesis task. Perhaps the most popular of them are Generative Adversarial Networks (GANs). GANs consist of a generator network $G$ and a discriminator network $D$ that are trained adversarially: for the generator to generate images that fool the discriminator and the discriminator to in turn become better at telling reals and fake images apart. They are also amenable to a wide variety of conditioning:
for example, in text-conditioned GANS, a text classifier learns a correspondence function with images to capture whether a generated image matches the description [14]. However, GANs are difficult to train, require significant compute, and are susceptible to mode collapse in the sense that in their default setup, there is nothing preventing them from allocating all distributional mass on a single mode of the data distribution.

Variational Autoencoders (VAEs) [1] are an older but equally popular method for synthesis that face this issue to a lower extent. They consist of an encoder that produces latents conditioned on images, a prior distribution on the latents and a decoder which goes back from the latents to image space. Typically, an identity-variance Gaussian distribution parametrizes the prior on the latent, and the model is trained for reconstruction and a posterior that resembles the prior while still producing the right reconstructions. Despite the sampling step being non-differentiable, the reparametrization trick allows us to train them effectively. While being less susceptible to mode collapse, these models carry over the baggage from variational inference, such as posterior collapse, and tend to produce lower quality reconstructions.

Vector Quantized Variational Autoencoders, [13] which we review in greater detail in section 3, belong to a new wave of models that use the overarching philosophy of a VAE but have the latent vectors lie inside a discrete set of values. They leads to great compression in the set of values the latent space can take on, providing better possibility to scale. They form the basis of many large 'foundation' generative models at the frontier of AI research today. We provide a detailed review of how they are trained in Section 3.

Note that while diffusion models represent the state-of-the-art in synthesis today [15], we omit them from our work since they do not have an explicit latent space that can be searched over. Instead, they learn how to reverse a Markovian diffusion process and construct relevant examples from the noise. We note that despite their success in synthesis, the lack of ability to search a latent space (given the lack of existence of one) should be counted as one of the drawbacks of using these models.

Test Time Optimization Test Time Optimization (TTO) has many meanings in representation learning literature, with nuances coming from particular domain and application. Our primary reference for defining the test-time optimization is PULSE [16]. PULSE works on the assumption that the high dimensional image manifold is approximated by a generative model that has been trained to produce samples from this manifold. Since the generative model is a differentiable function from latents to the images, we can traverse the latent space using gradients from a constraint placed on the output of the generative model corresponding to these latents. The constraint PULSE uses is that the produced image must downscale correctly to a reference low resolution image, and hence it uses test time optimization to solve a super-resolution task. PULSE relies on the fact that GANs sample from a Gaussian prior since it uses properties of high dimensional gaussians to accelerate search and constrain navigation in high density regions of the latent space. Such an assumption is not always available, and constraining the search to high density regions of the latent space is typically very challenging. Building on PULSE we define the test time optimization problem in Section 4.

Modeling and Matching Distributions Our work also builds on progresses in modeling and matching distributions in many senses. Given a set of samples from a compressed discrete latent space of the VQVAE corresponding to actual images, we seek to learn a discrete categorical distribution on them. for this, we rely on literature in self-supervised autoregressive models [17] that define joint categorical distributions, which we review in section 5.3. For taking a continuous approximation of discrete distributions, we rely on the Gumbel-Max trick and the Gumbel softmax distribution, which we review in the appendix. Finally, to map from a gaussian-like distribution to a set of Gumbel-Softmaxs we rely on literature in normalizing flows, which learn a bijective mapping between distributions sharing the same support. We review these in Section 5.4

3 Preliminary: Discrete Neural Representation Learning

As opposed to traditional VAEs, Vector Quantized VAEs have categorical posterior and prior distributions. Sampling from such distributions yields a sequence of indices in a fixed range, and these are used to retrieve entries from a codebook to construct a representational tensor which is then decoded. Precisely, we define the codebook as $c \in \mathbb{R}^{k \times d}$, containing $k$ different entries of $d$ dimensions each. We further define an encoder function $e$ (which acts as our posterior) and a function $\text{NN}$ which takes the output of the encoder, and, at every spatial location, replaces the vector with its nearest neighbour
present inside the codebook. We denote this output tensor $q(x)$. A decoder then reconstructs back to
the original image dimensions from $q(x)$. Note that the NN operation is non differentiable. Hence, to
past gradients to the encoder, in analogy to how we copy over the nearest embedding in the forward
pass, we simply copy over the gradients present on the $q(x)$ tensor to the $e(x)$ tensor during the
backward pass. We then train the model jointly for:

$$L = \log p(x|q(x)) + ||sg(e(x)) - c||_2^2 + \beta||e(x) - sg(c)||_2^2$$

where $sg$ is the stop gradient operator equivalent to the .detach() call in PyTorch. The first term
optimizes for reconstruction, but this term offers no gradients to the codebook as the gradient goes
straight through the $q(x)$ to $e(x)$ due to our trick. The other two losses come from vector quantization
family of work, where the encoder inputs and codebook are gradually moved toward each other.

4 Problem Definition

4.1 General

The notation used in this section is re-used in all algorithms defined hereafter. Given a generative
model $g \in C^\infty : \mathbb{R}^d \to \mathcal{X}$ where $\mathcal{X}$ represents the image space, our goal is to search for a $z \in \mathbb{R}^d$
such that $z$ produces the optimal image for a given constraint. In particular, we parametrize success
on the constraint using a loss function $\mathcal{L}$ and a target $t$ such that we want $\mathcal{L}(g(z), t)$ to be very low.
Note that the target $t$ should be sampled from a space that has some semantic relationship to the
image space $\mathcal{X}$, and that the chosen loss should be adjusted according to the choice of the target. For
example, the target can be another image $t \in \mathcal{X}$ with $\mathcal{L}$ then being used to represent some notion of
image-image similarity (Eg. MSE loss in pixel space), or it could be some other modality, such as text
that represents the description of the intended image to be produced, with $\mathcal{L}$ measuring cross-modal
similarity (Eg. CLIP loss). While our figure suggests the latter to motivate the high level flexibility of
this framework, all our experiments for the scope of this class are done with the target being a random
test image, and the loss measured being a simple mean squared error loss between the generated
image and the target image.

4.2 Specific to VQVAEs

We are interested in investigating the problem definition from the previous section where $g$ is a discrete
variational autoencoder. While the problem definition is widely applicable for many different kinds
of $g$, including VQVAE, it is worth noting that an interesting property emerges while considering the
problem in light of VQVAEs. Essentially, due to the codebook constraint, we are searching for a set
of indices of the codebook that produce the required constrained image. This makes the problem
combinatorial in nature and we show in the appendix that the problem is essentially at least as difficult
as integer programming. Figure 1 nicely motivates the nature of the problem: we must look for the
optimal index at every spatial location in the latent space, such that replacing the encoded output with
the nearest neighbour from the codebook at that place and decoding produces an image that obeys
our test time constraint.

5 Methods and Experiments

5.1 Training Discrete Variational Autoencoders

We begin by training VQVAEs on both simple image datasets (FashionMNIST) and more complicated
dataset with diverse classes (CIFAR10, MiniImageNet). Some of the key parameters we have to tune
include the $\beta$ for the alignment term and the learning rate. Even though the default number of discrete
categories to maintain at each index is 512, we experiment with lower number of categories to reduce
the search space of our effectively combinatorial optimization problem. We observe that with precise
hyperparameter tuning it is possible to reduce the search space of our model by large margins. For
FashionMNIST, we are able to reduce from $k = 512$ to $k = 40$ with only a 0.002 difference in test
reconstruction loss and for CIFAR-10, we are able to do so with a 0.003 difference. The full results
of our best training runs are seen in Figure 2, while sample test reconstructions are seen in Figure
3. Note that the quality of reconstruction does not severely degrade between $k = 512$ and $k = 40$, at least for the simple dataset.

### 5.2 Gradient Based Optimization

Given the trained VQVAEs, the next step is to characterize the behavior of performing latent space search using simple gradient based algorithms. While it is unlikely these will work well, these are critical experiments to explore the latent space organization of VQVAEs, and the challenges with test-time optimization on them.

In Algorithm 1, we show how test-time optimization is typically performed on a generative model that has a continuous latent space. Notice how the stopping criterion is natural and intuitive: you stop exploring once subsequent decreases in the loss get too small. Notice also how gradient taken with respect to $z_i$ is being used to update $z_i$ due to the end-to-end differentiable nature of the continuous space model. Algorithm 1 is similar to, but not PULSE, since Algorithm 1 does plain gradient descent and does not constraint the search to high probability regions using properties of $z_i$, like PULSE does.
In Algorithm 2, we provide the natural way to "convert" this algorithm so that it can search the latent space of a discrete generative model. There are 2 key differences (1) We use the straight-through trick used at train time once again for test time optimization, where we copy over the gradients from the tensor at the decoder to the latents before the nearest neighbours. We illustrate this 'copy over' trick in Figure 1. and (2) We change the stopping criterion: due to the nearest neighbours operation, a shift in the latents before the nearest neighbours does not actually imply a change in the image generated, as the updated latents might still have the same nearest neighbours in the codebook, and hence produce the same gradient on the next step. This means that consecutive steps can have no difference in the loss despite an update being made! (In this case, we want to keep taking the same step until the difference in latents is significant enough to induce a different in the nearest neighbours selected!). As such, we introduce a hashset where we keep track of every possible combination of latent indices seen so far, and stop if we see any set of latent indices twice. This is because if we have arrived at a previously used latent index, then the gradient will inevitably guide us there again, since you would decode to the same image you had in the past. Note that this situation is next to impossible in the continuous case!

In Algorithm 3, we provide a simple modification on Algorithm 2 which limits the scope of changes in any single gradient step. If the learning rate is too high in Algorithm 2, it may be that a single gradient step places the latent completely out of distribution, and hence hinders subsequent latent space search. To control the size/direction of the step, Algorithm 3 only allows a single spatial position in the latents to change value at any given time step, following Algorithm 2 exactly otherwise. The spatial position which has the highest norm gradient is the one chosen to be updated, and the rest have gradient masked out.

A full pseudocode style description of these algorithms is found in the appendix.

We implement Algorithm 2 and Algorithm 3 on $k = 512$ trained versions of the models on MiniImageNet and CIFAR 10. Based on our analysis, we make the following observations.

Consider Figure 4. The two rows show test-time optimization with Algorithm 2 on CIFAR10 and MiniImageNet respectively, with each image corresponding to a consecutive unique reconstruction achieved in the traversal. The far left is the source image from which the latent space is initialized, whereas the far right is the target for reconstruction- our hope is that the method finds a sequence of edits in the latent space such that the target image is produced. However, this is not what is observed. Instead, we have
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Min.</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mini-ImageNet</td>
<td>2A.47</td>
<td>23.12</td>
<td>2</td>
<td>103</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>5.97</td>
<td>5.00</td>
<td>2</td>
<td>34</td>
</tr>
</tbody>
</table>

Table 1: Statistics on unique traversal steps before first repeat index set occurrence

Figure 4: Examples for optimization process. Most of the navigations inevitably run into a repeated set of latents

1. Each incremental change between consecutive images in a row takes several steps at our pre-set $\alpha = 0.1$. This is because we must take multiple steps with the same gradients before the updated weights correspond to a different nearest neighbour. The issue with this is that there is a high variance in the number of steps required to enter a different nearest neighbour, and this makes hyperparameter tuning difficult. Contrast this to continuous representation space, where the gradient is guaranteed to be different each time.

2. A greater cause for concern is the existence of short navigational loops inside the test-time optimization. These are indicated in the form of reverse arrows on Figure 4. After a sequence of edits, a latent code that was previously encountered is seen again, which means that following the gradients would keep us in an infinite local loop of perturbations, never making any progress toward the final goal. In Table 1, we provide statistics for the earliest occurrence of such loops (in units of number of unique reconstructions). We run the experiment for 200 unique test source target pairs and measure the earliest occurrence of such a loop. We find one in every single instantiation of the experiment and find that they have a very high variance in the range in which they occur.

Algorithm 3 can be considered as a noisy version of Algorithm 2 as it only allows for editing the latent code at one location at a time. While this algorithm experimentally alleviates the issue of finding the short navigational loops, it unfortunately amplifies the first of the two problems, with long periods of non-changing gradients and movement in a single direction. If the learning rate is scaled to counter this problem, then this leads to instability in the test-time optimization, and the creation of a highly out of distribution image. The existence of these issues with simple heuristics motivates our next steps to learn a categorical distribution on the latent space of the model.

A positive takeaway from our experiment is that the results of Figure 4 suggest that the local neighbourhood of latents corresponds to a semantically close images. This is encouraging as going forward it allows us to design our task to take advantage of this property.
5.3 Sampling: Modelling the distribution on the latents categorically

The first step toward resolving the countintuitive solutions in the search is to constrain the search to high probability regions of the latent space. But unlike a VAE or a GAN, there is no way to measure this (much less the fact that it would have the nice structure of a gaussian) as at train time the prior is set to a uniform distribution between $\frac{-1}{k}$ and $\frac{1}{k}$. Hence to get a distribution over our combinatorial latents, we must first encode all of the images we have and perform NN on them to get a categorical dataset of spatially organized indices which are representative of the data distribution. Then we must learn to model these conditioned on the indices sampled at other spatial positions. One way to interpret this is to think of the post nearest neighbour space as a smaller resolution image with a fewer number of possibilities at each timestep. Hence we can use a similar autoregressive model as that used on images to get a discrete categorical joint representation on this space. We choose to use a PixelCNN following previous work, which models the distribution autoregressively in a raster order scan fashion:

$$p(z) = p(z_1, z_2, \ldots, z_{n^2}) = \prod_{i=1}^{n^2} p(z_i | z_{<i})$$

The method is then trained step-wise with log-likelihood. We are able to get the method to converge on all of our datasets. The loss curve for the MiniImageNet $d = 512$ model has been shown below, and samples are visualized in the appendix. This gives us a discrete distribution which we can sample from. We propose that if we are able to make a continuous approximation of this joint probability distribution and learn a bijective function from a gaussian to it, we would be able to use the merits of PULSE to solve the problem, as the bijective mapping plus the approximation would be bundled with the decoder and the problem would essentially reduce to PULSE. In the subsequent sections, we study the feasibility of this with some toy experiments.

5.4 Reducing to PULSE with Normalizing Flows

We use the gumbel softmax trick to get a continuous relaxation of a discrete distribution. More details can be found in the appendix. Given that there is an underlying categorical distribution to our code vectors, we seek to approximate it with a continuous distribution so we can run PULSE, which is where Gumbel-Softmax comes into play. We can learn a mass-preserving bijection from our distribution to a Gumbel-Softmax distribution using normalizing flows [18]. Our model architecture consists of sixteen Affine Coupling Blocks, each of which takes in a Multilayer Perceptron $p$ with output dimension $D$. An Affine Coupling Block which takes in input $p(x)$ produces output $y$ as follows:

$$y_{1:d} = p(x)_{1:d}$$

$$y_{d+1:D} = p(x)_{d+1:D} \odot \exp(s(p(x)_{1:d})) + t(p(x)_{1:d})$$

Note that $d < D$, and that $s$ and $t$ denote scale and translation.
We tested four configurations of this experiment. Our loss function was Reverse KL-Divergence \[19\]. For practical purposes, our source distribution was set to a multivariate Gaussian with a diagonal covariance matrix, and our target was set as a Gumbel-Softmax:

1. The standard Gaussian with $\tau = 0.1$ and Adam as its optimizer.
2. A shifted Gaussian with mean $5$, $\tau = 0.1$, and Stochastic Gradient Descent with Nesterov’s Acceleration.
3. A shifted Gaussian with mean $5$, $\tau = 1.0$, and Stochastic Gradient Descent with Nesterov’s Acceleration.
4. The standard Gaussian with $\tau = 0.1$ and Stochastic Gradient Descent with Nesterov’s Acceleration.

Unfortunately, our tests did not yield fruitful results. All configurations were highly unstable, with experiments requiring repeated multiple runs with different initializations to produce the following values. Truncations in the plot denote exploding or vanishing gradients.

We believe these results are due to two distinct phenomena:

1. As stated in \[18\], flow models with Affine Coupling Blocks are highly unstable unless extremely deep networks are used.
2. In flow models, the support of the source distribution must match the source of the target distribution \[20\]. The support of the Gumbel-Softmax distribution is a simplex; we struggled to derive a natural Gaussian-like distribution over a simplex. However, we are hopeful that learning code vectors over a simplex is more feasible than this task.

### 6 Limitations, Conclusions and Future Work

Our experimentation with the VQVAEs reveals many ingredients to the ideal recipe of how best we can search them. First, we verify that they can be trained at scaled-down sizes where searching them is feasible without compromising too much on image quality. Then, we propose, validate and critique gradient-based methods for test-time optimization that reveal interesting properties (and problems) with working in latent space. One particular takeaway is that it is imperative to ensure that the search remains in high probability regions of the prior distribution on the latents, even in the discrete case. Towards this end, we propose a flow-based method. Here, our results were limited by the instability of the flow method we choose, and the large support on our source distribution. Overall, we identify three important verticals for progress:

**Redefinition of task to editing and not search:** In section 5.2, we briefly noted that subsequent unique reconstructions had highly fine-grained, incremental changes corresponding to changes in latent space. This might mean that test-time optimization on VQVAEs might lend itself to more fine-grained tasks. Given an initialization in the latent space from a source image, our goal could be
rephrased as searching only in the $\epsilon$ ball around the source image, with the target sampled strictly from this region. Experimenting with this might help pave way for more advanced work.

**Better Heuristics on Gradient Based Learning:** We believe that with the newfound awareness of short navigational loops and the problem of a lack of continuous gradient, we can design better heuristics for gradient based learning. Dynamically adjusted learning rates, modular masking depending on previously seen combinations to promote exploration in the latent space, and framing search in the latent space as contextual bandits problem are all possible options here.

**Rewriting the source distribution class for Flows:** As of now, our flow algorithm is unstable because our source distribution does not share the exact support as for our target distribution. While our source distribution has infinite support our target distribution is defined on top of the probability simplex. We are currently writing a source distribution class on top of the Normalizing Flows library we used for a Gaussian defined on top of a probability simplex. We anticipate this would improve results.

### 7 A Note on Novelty

We wish to note that despite not providing complete results for a working end-to-end method, the novelty in this paper is three-fold: (1) While previous methods have considered inversion into VQVAE space, we believe that we are the first to propose searching the latent space of the VQVAE model with a test time constraint: in particular, we are the first to phrase it in the language of a combinatorial problem, recognize it is equivalent to integer programming and motivate the wide-scale benefits in solving it, (2) We are the first to try and establish results on the simple "straight-through" gradient based baseline and the one-step-extension in context of test time optimization for VQVAEs; in particular, we show through qualitative examples that the failure modes of these methods are well characterized, which motivates the necessity of distribution-grounded search, and (3) we are the first to propose mapping between a simple distribution with high dimensional properties favorable to search (aka Gaussian) to a continuous approximation of a discrete categorical distribution. From our toy experiments, it is clear that (3) is a complicated task, but we believe that with further work on choice of source and target, we can make it work.

### 8 Contributions

IPC proposed the experiment, proposed and coded the gradient based algorithms, managed the VQVAE repository, trained the autoencoders and priors and made the figures. MHH provided reduction from Integer Programming, reviewed heuristics for search and literature review of conditioned generative models. RM and MHH structured, wrote the code for and completed the preliminary normalizing flow experiments. All authors contributed to writing the paper, to discussions and brainstorming.

### References

**A Appendix**

**A.1 Relation to original project proposal**

We wish to take note of the difference between our initial project proposal and final project report in this section. Our original proposal was for Self-Supervised Generative Machine Translation with Latent Space Search. We planned to replicate the work of [21] using generative models. Our intention was to use a GAN to generate an image from text in language A, perform latent space search to find a similar image that generated a good caption in language B, and then take this as our translation. We believe that this proposal warrants future investigation, but it was not well-suited for our class project due to the computational resources needed to train GANs, the lack of suitable models to compare it to, and the difficulty of setting up a legacy environment for replicating the original experiment.

The direction that we ultimately chose does draw inspiration from the original proposal. We took the problem of latent space search and applied it to another class of models that can be used for the same purpose. By focusing on the latent space search algorithms, we were able to focus specifically on
the most challenging part of the original problem. Finally, these discrete generative models can be used for text-to-image synthesis, so it is not hard to imagine a self-supervised generative machine translation model built on top of them.

A.2 Proof: Discrete Latent Space Search is NP-Hard

Proof. Finding the optimal loss $L$ as a function of the code vectors is NP-Hard.

We can rewrite the optimization problem as an Integer Program, which is known to be a NP-Hard problem [22]. The latent space of a VQ-VAE can be viewed as a discrete $n \times n$ codebook $X \in [K]^{n \times n}$ with the value of $X_{i,j}$ being a fixed and finite index from $[K] = [1, \ldots, K] \subseteq \mathbb{Z}$. From the codebook, we have a mapping $f : [K] \to \mathbb{R}^d$ from indices to $d$-dimensional vectors. Our loss function $L$ is a function of the code vectors themselves, and we define $L : f([K]) \to \mathbb{R}$ such that it is differentiable over $\mathbb{R}^d$. Thus, for known $L$ (which is given as INSERT) and $f$ (which is learned as a Deconvolutional Neural Network), we can pose the optimization problem as a constrained integer program:

$$\inf_X L(f(X)) \text{ such that } \forall i, j, X_{i,j} \in \mathbb{Z}, X_{i,j} - K \leq 0, 1 - X_{i,j} \leq 0$$

This problem is an Integer Program with linear constraints. If $L(f(X))$ is restricted to the class of linear functions (it almost certainly is not), the reduction is trivial. If $L(f(X))$ is not restricted to the class of linear functions, it is still valid for it to have a linear component, so $L(f(X))$ is at least as expressive as any linear function, and thus, solving $\inf_X L(f(X))$ will be at least as challenging of a problem as the linear case. So, being able to minimize this specific loss function implies a solution to general constrained Integer Linear Programming, and it is thus NP-Hard.

A.3 On the Limitations of Traditional Heuristics for Integer Programming

While traditional search heuristics, notably branch-and-bound, have seen success with Integer Programming [23], we have several reasons to believe they would not be suitable for searching a Discrete Latent Space. First, many of these heuristics have been designed for linear objectives, whereas our objective $L(f(X))$ is nonlinear. These heuristics also assume an order to the feasible set, whereas we saw no natural way to impose an ordering on the indices of the learned code vectors. Finally, interpolation between fixed indices in the codebook becomes a difficult challenge with no natural order in place; such interpolation would be necessary if we were to take $\mathbb{R}$ instead of $[K]$ as the domain of $f$.

A.4 Precise descriptions of Algorithms

Algorithm 1 Generic Test Time Optimization on Continuous Latent Space Generative Model

| Require: $L, t \in f(\mathcal{X}), g \in C^\infty : \mathbb{R}^d \to \mathcal{X}, \lambda, \alpha$
| $L_0 = \text{INTMAX}$
| $z_1 = \text{init}()$
| $x_1 = g(z_1)$
| $L_1 = L(x_1, t)$
| $i = 1$
| while $|L_i - L_{i-1}| > \lambda$ do
| $z_{i+1} = z_i - \alpha \cdot \nabla_z L_i$
| $x_{i+1} = g(z_{i+1})$
| $L_{i+1} = L(x_{i+1}, t)$
| $i = i + 1$
| end while

A.5 Continuous Approximations of Discrete Distributions

We want to approximate the underlying discrete distribution of the code vectors with a continuous distribution for two main purposes: to allow for differentiability and to learn a flow-based model.
Algorithm 2 Generic Test Time Optimization on Discrete Latent Space Generative Model

Require: \( L, t \in f(\mathcal{X}), g \in C^\infty : \mathbb{R}^d \to \mathcal{X}, c \in \mathbb{R}^{k \times d}, \lambda, \alpha \)

\( z_{\text{hash}} = \text{set()} \)
\( e_1 = \text{init()} \)
\( z_1 = \text{NN}(e_1, c) \)
\( x_1 = g(z_1) \) ▷ This step is non-differentiable
\( i = 1 \)

while \( z_i \not\in z_{\text{hash}} \) do
  \( z_{\text{hash}}.\text{add}(z_i) \)
  \( L_i = L(x_i, t) \)
  \( L_{i+1} = L_i \)
  count = 0

while \( L_{i+1} = L_i \) do
  if count > \( \lambda \) then
    break
  end if
  \( e_{i+1} = e_i - \alpha \cdot \nabla z_i L_i \)
  \( z_{i+1} = \text{NN}(e_{i+1}, c) \) ▷ This step is non-differentiable
  \( x_{i+1} = g(z_{i+1}) \)
  \( L_{i+1} = L(x_{i+1}, t) \)
  count = count + 1
end while

\( i = i + 1 \)
end while

Algorithm 3 Single Step Test Time Optimization on Discrete Latent Space Generative Model

Require: \( L, t \in f(\mathcal{X}), g \in C^\infty : \mathbb{R}^d \to \mathcal{X}, c \in \mathbb{R}^{k \times d}, \lambda, \alpha \)

\( z_{\text{hash}} = \text{set()} \)
\( e_1 = \text{init()} \)
\( z_1 = \text{NN}(e_1, c) \) ▷ This step is non-differentiable
\( x_1 = g(z_1) \)
\( i = 1 \)

while \( z_i \not\in z_{\text{hash}} \) do
  \( z_{\text{hash}}.\text{add}(z_i) \)
  \( L_i = L(x_i, t) \)
  \( L_{i+1} = L_i \)
  count = 0

while \( L_{i+1} = L_i \) do
  if count > \( \lambda \) then
    break
  end if
  grad = \( \nabla z_i L_i \)
  \( m_x, m_y = \text{argmax} ||\text{grad}||_2 \)
  mask = zeroslike(grad)
  mask[:, :, m_x, m_y] = 1.0
  grad = grad * mask
  \( e_{i+1} = e_i - \alpha \cdot \text{grad} \)
  \( z_{i+1} = \text{NN}(e_{i+1}, c) \) ▷ This step is non-differentiable
  \( x_{i+1} = g(z_{i+1}) \)
  \( L_{i+1} = L(x_{i+1}, t) \)
  count = count + 1
end while

\( i = i + 1 \)
end while
to it. Since the underlying distribution of the code vectors is a categorical distribution $Z$ with the probability of the $k$th vector denoted $\pi_k$, we typically sample $z$ from $Z$ as:

$$z = \text{onehot} \left( \max \{i \mid \pi_1 + \cdots + \pi_{i-1} \leq U \} \right)$$

Where $U \sim \text{Uniform}[0, 1]$. However, using the Gumbel-Max trick [24], we can sample $z$ as:

$$z = \text{onehot} \left( \argmax_i (g_i + \log(\pi_i)) \right)$$

Where $g_i \sim \text{Gumbel}(0, 1)$. Then, we can approximate $\argmax$ with $\text{softmax}$, which is differentiable. The resultant samples are given by:

$$z_i = \exp \left( \frac{(\log(\pi_i) + g_i) / \tau}{\sum_{j=1}^{k} \exp \left( (\log(\pi_j) + g_j) / \tau \right)} \right)$$

Where $\tau$ denotes the softmax temperature. The probability density function of the Gumbel-Softmax distribution is given as:

$$p_{\pi, \tau}(z_1, \ldots, z_k) = \Gamma(k) \tau^{k-1} \left( \sum_{i=1}^{k} \pi_i / z_i^\tau \right)^{-k} \prod_{i=1}^{k} (\pi_i / z_i^\tau + 1)$$

Note that as $\tau \to 0$, the Gumbel-Softmax distribution approaches the original categorical distribution [24].

### A.6 Visualization of Novel Samples from MiniImageNet PixelCNN prior

#### References


Figure 8: Sampled images from trained PixelCNN prior. These show a lot better structural understanding of object and color as compared to random sampling, which will simply produce fuzzy noise.


