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This work explores how simple strategies in the game of Leduc Hold’em can be used to 
beat a sophisticated pokerAI, DeepStack.  We first analyze, under unbiased training,how 
significantly DeepStack outperforms most traditional poker-playing  strategy  profiles  
employed  by  humans.   

We then consider the ability of an opponent to bias the training phase such that 
DeepStack is optimized to play against a  particular strategy profile.  Finally,  by allowing 
for this biasing, we show that DeepStack can be defeated by a subset of strategy 
profiles if the player can change their strategy post-training.  While DeepStack achieves 
nearly super-human performance, we conclude that DeepStack is susceptible to training 
poisoning.

Holder for Training 
Poisoning Figure

DeepStack Architecture

Leduc Hold’em Poker

Rocks Player Game Tree

Results

Semi-Rational & Irrational Players

Player 1 Player 2

6-Card Deck
(2 Jacks, 2 Queens, 2 Kings)

1 Private Card 
dealt per player

Player 1 Player 2

ROUND 1 BETTING ROUND 2 BETTING

One Public 
Card dealt to 
table

HAND STRENGTHS 
(BEST TO WORST):

Table Card Match
King

Queen
Jack

RISKY

CONSERVATIVE

NAIVE INTELLIGENT

Always Raises

Random Bluffer

Always Calls Smart Bluffer

Strong Adaptive Rocks

Mild Adaptive Rocks
Passive Rocks

Rocks

Input 
Layer

Parametric 
ReLU

Output 
Layer

Parametric 
ReLU

Linear

Simplified DeepStack Design For Training Poisoning Tests

(50,50)

Card 
Ranges

Source: Moravčík, et. al  (2017)


