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We compute the mutual information between layers of 
deep neural networks used in supervised, unsupervised, 
and reinforcement learning. Our work compares between 
pairs of neural networks trained with different optimizers, 
regularization methods, and architectures, while all other 
factors being equal. We use the mutual information plane 
for explaining the generalization of deep neural networks. 
We collect mutual information measurements over 
combinations of data sets, optimizers, network 
architectures, and regularization methods for visualizing 
which permutations work and which configurations 
collapse. Our work extends mutual information beyond 
simple architectures and datasets by computing the deep 
mutual information of generative adversarial network 
(GAN) discriminators and Alpha Zero network players.

Mutual Information
Formally, mutual information is the Kullback-Leibler 
divergence between a joint and its mean-field factorization. 
For the discrete case:

Motivation
Recent work [1] employed the mutual information to 
examine the learning characteristics of deep neural 
networks (DNN). These networks have widely been treated 
as black boxes despite their prolific use and their often 
superhuman performance. In this work, the authors 
studied the learning behavior of DNN’s when trained using 
stochastic gradient descent on simulated data and 
demonstrated the existence of two learning phases.

We sought to validate their work on real-world datasets for 
a variety of network architectures, regularization 
strategies, and optimizers. Also, since training a model to 
perform well on unseen data is paramount, we examined 
ways in which to use the mutual information plane 
collected over training data to predict the model’s relative 
performance on unseen test data.

Experiments

Results
We used signals collected from the training set to predict which of two 
models would have better generalization performance on CIFAR-10. As 
shown, the training set’s mutual information was the strongest predictor.
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Mutual Information Plane as Applied to Deep Neural Networks
Theory:

Future Work
Currently, the discrete treatment of continuous random variables 
prohibits the application to network layers with large output dimensions. 
In particular, this assumption results in unique values such that 
distributions collapse to the uniform distribution.

Task:

Classification: Cross-Entropy Loss

Data:

MNIST: 10 Outputs
CIFAR-10: 10 Outputs

Learning Phases in Information Plane:

Fitting Phase: Y-Axis Upward Movement

Clustering Phase: X-Axis Leftward Movement

Fully Connected Network:


