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AutoML using Metadata Language Embeddings

AutoML embeddings of dataset metadata and pipelines.

Results

AutoML Embeddings of Dataset Metadata and Pipelines

As a human choosing a supervised learning algorithm, it is natural to begin by reading a text description of the dataset and 
documentation for the algorithms you might use. We demonstrate that the same idea improves the performance of automated 
machine learning methods. We use language embeddings from modern NLP to improve state-of-the-art AutoML systems by 
augmenting their recommendations with vector embeddings of datasets and of algorithms.

Machine learning pipeline evaluations for AutoML systems and human pipelines. All AutoML pipelines are computed given a 
minute of computation. In comparison, ours DE refers to using only the dataset metadata embedding in under a second of 
computation for zero-shot AutoML. Ours PE refers to using the best single pipeline embedding in a minute of computation.

Data, Models, and Code: github.com/idrori/automl-embedding


