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Our Result: Neural Networks Solve Undergraduate Math

Problem: Solve, explain, and generate undergrad Math course 
questions

Methods: Program synthesis and few-shot learning with 
Transformer pre-trained on text and fine-tuned on code, Codex

Result: 80-100% automatic accuracy on MIT undergraduate 
math courses questions by few-shot learning.



Our Result: 80-100% Automatic Accuracy
on Undergraduate Mathematics Courses at MIT



Previous Misconception 10/21: Neural Networks cannot do Math

IEEE Spectrum



Recent Progress 7/21: Solving Machine Learning Problems

1. Transformer pre-trained on text and a GNN solves ML course

2. Only handles numeric answers

3. Week of curation & training for one course

4. Overfitting

5. Does not scale up to multiple courses
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• Order of magnitude improvement on sample course: as is prompt, automatic, works.
• From 10% correct using Transformer pre-trained on text to 67% correct by program 

synthesis using Codex, Transformer pre-trained on text and fine-tuned on code, easily 
scales up to many courses.

• Specialized model does better but overfits and doesn’t scale to any other course.

Recent Progress 11/21: From 10% to 67% Accuracy



Recent Progress 7/21: Solving Machine Learning Problems
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Example Questions and Solutions



1. Program synthesis using Codex pre-trained on text and 
fine-tuned on code

2. Executing programs results in answer
3. Handle answers with multiple modalities: numeric, text, plots..
4. Few shot learning in seconds
5. Verify that does not overfit by solving a new course
6. Scales up to multiple courses
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Our Approach: Program Synthesis

1. Turn question into programming task

(i) As is; (ii) Add context; (iii) Few shot learning

2. Automatically generate program using a Transformer, OpenAI 
Codex, pre-trained on text and fine-tuned on code

3. Execute program to obtain and evaluate answers

4. Automatically explain correct solution using Codex



Our Approach: Program Synthesis

Automatically generate new questions that are qualitatively 
indistinguishable from human-written questions.



• 32 courses
• 13 departments
• 2 schools (eng. science)
• 8 universities

Scaling up to Many Courses



Turning Questions Into Programming Tasks

• Question

Find the distance between the points (-2, 4) and (3, -8)

• Program synthesis task

Write a program that finds the distance between the points 
(-2, 4) and (3, -8)



Program Synthesis Results in a Program
"""

Write a program to compute the reduced row echelon form (rref) of a matrix

Compute the rref of the matrix [-1,2,1,0;2,1,0,-1;5,0,-2,6]

"""



Running the Program Solves the Question



Add Question or Program Context: Available to Students



500+ Examples

• In topic and subtopic write a program that answers question

• Write a program using specific library that answers question

• Write a program that generates simulations that answers 
question

… emerging property: simple usage while generalizing



Automatic Accuracy on Mathematics Courses

• GPT-3: only 10-20% automatic accuracy, and only text output.

• Accuracy for questions as-is or automatically turned into 
programming tasks:

Zero-shot learning using Codex: 70-80% automatic accuracy 

Few-shot learning with (question, program) pairs using Codex: 
80-100% automatic accuracy



90-100% Automatic Accuracy on Mathematics Courses



Example Course: 18.05



Few-Shot Learning Method

• Embed all questions

• Compute pairwise similarity between embeddings

• For questions that cannot be zero-shot, rank other questions that 
were zero-shot, by similarity to their embeddings, and use that 
ranking to select the (question,code) examples for few-shot. 



Our Approach: Program Synthesis

• Why does this work so well?

• Codex is pre-trained on text and fine-tuned on code.
• Math and STEM problems may be represented as expression 

trees and any programs may be represented as a trees.
• Not overfitting: Solving a new course COMS3251 not online.



Generating New Questions

• Few shot learning using Codex
• Indistinguishable by students 

from human written questions



Generating New Questions



Generating Explanations



Student Survey



Student Survey Results



Pipeline Examples



Current Courses



Visualization of Course Questions



Programming Libraries Usage



Limitations

• Input images

• Multi-page proofs

• Theoretical complexity



Data and Code

• Private MIT repo
• Public release upon publication



Conclusions

• Automatically solve, explain, and generate university-level 
courses questions

• Students rated machine-generated questions as equally 
likely to be human-written as machine-generated

• Scaling up to hundreds of courses
• Reproducibility is 100% by examples; Automation will not be 

100% since we may always come up with a harder question.
• Impact on higher education



Benefits for Higher Education

• Advance residential learning
• Enable self-paced learning: mapping points of confusion, 

reinforcing learning, a cognitive assistant for students
• Serve as a tool for curriculum design and evaluation
• Allow automatic content generation at scale



Learning to Learn Courses Team
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Transformer Parameters vs. Brain Connections

• Transformers currently have only 3 orders of magnitude less parameters than 
the number of connections in the human brain.

• Number of parameters is growing by x10 each year, expected to surpass the 
number of human brain connections in three years.



Future Work

• Scaling to hundreds of courses.
• Proofs.
• Codex writing its own code.
• Training populations of Transformers that compete and 

collaborate.



www.dlbook.org

Contact idrori@mit.edu or idrori@cs.columbia for the entire book (if you would like to use the book for teaching)


