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What questions does a student need 
to answer to fulfill the graduation 

requirements of MIT in Mathematics 
and EECS in any major?









Can a language model fulfill the 
graduation requirements?



as is 1/3









How can we ensure that a language 
model generates correct and 

complete answers? 



Correctness and Completeness

1. Provide correct and clear text in prompt
2. Simplification
3. Chain of thought
4. Automatic checkers for several types of questions
5. Training a classifier predicting if model can 

answer question
6. Self error correction



Source: Drori et al, PNAS, 2022



Correctness and Completeness

MIT class data
Books, notes, exercises, problem sets, midterms, 
finals, projects

MIT data
Slack, email



Which learning approaches allow 
language models to pass the MIT 

curriculum and why? 



Current Approach

Akin to asking a sophomore on the first day of 
orientation to solve the entire curriculum one 
question at a time, without learning anything, without 
scratch paper, and with a single thought for each 
answer.



Learning Approaches

1. Few-shot learning
2. Chain of thought
3. Program synthesis
4. Self-error correction



Few-Shot Learning

Asking a large language model questions

Problem: is analogous to asking a human a 
question without learning the subject

Solution: few-shot learning allows to provide other 
question-answer or text examples before question



What are the most challenging 
concepts, tasks, and types of questions? 



Challenging Concepts

Proofs



Challenging Types of Questions

Images





What questions, topics, and classes help 
answer other questions, understand 

other topics, and are prerequisites for 
other classes based on data? 



Curriculum Design

Embed questions in low-dimensional space and 
show the relationships between questions, topics, 
and classes providing insight into course 
prerequisites and curriculum design based on data.



1. Embedding of topics and questions

2. Graph of classes: nodes are classes, directed edges are 
ability to few shot one class given the other

Curriculum Analysis and Generation from Data





Prerequisites based on data

Equivalent classes based on data

Set of classes and concepts required for graduating

Curriculum Analysis and Generation from Data (2022)



How can we evaluate student 
performance while allowing the 
usage of large language models?  



Evaluation

1. Student evaluate language model correctness
2. Asking questions language model cannot solve 

yet
3. Labs with checkoffs
4. Projects
5. Clearly mark which parts are student contribution 

and which parts are language model contribution



Homeworks and Exams embracing ChatGPT (Spring 2023)



How can we automatically generate 
questions at scale with correct answers?  



Question Generation

1. Generate question and answer and explanation 
(or verification) together at the same time

2. Generate questions from other questions
3. Generate questions from specific parts of course 

notes or books



Indistinguishable from human-written questions
Appropriate for class, controlled difficulty level, engaging
Research focus on correctness, completeness, quality, 
originality: quantified
Used in class homeworks and finals

Machine-Generated Questions, Answers, Explanations



How can we rapidly write complete books 
while ensuring quality and originality?   

human beyond 8 is reaching limit vs. machine 100,000,000 cuts & pastes per second

allows cut & paste of precise random numbers, arithmetic, programs, interpreters, etc.

emergence is explainable 



Book Generation



Book Generation

1. Proposal
2. Chapters
3. Contents
4. Cover, preface, index, bibliography, acks
5. Error correction
6. Grammar and originality scores
7. Proofreading 



Book Generation

1. Many prompts: 200 prompt books
2. Roles: act as a writer, reviewer, editor
3. Specify content types: text, examples, equations, 

figures, exercises and solutions. 



Prompter, editor, publisher

Booksets: validation, testing

“Here is a 200 prompt book ready for editing by the class professor”

“Here is a meta prompt for the cover”

“This book is prompted by X, edited by Y, and published by Z”

Defining New Roles and Coining Terms (2023)



Example Lecture Notes (ML class, Spring 2023)



How can we drive a photo-realistic 
speaking avatar to act as a TA or lecturer? 



AI Generated Avatars

Photorealistic speaking avatars delivering machine 
generated content.

https://docs.google.com/file/d/19oBR9OmcsWl2b7PeOCmJjKKjHfwY9pgZ/preview


Photorealistic Avatars

Reconstruction

Photorealistic

Source: Meta avatar codec



AI Generated Avatars

Uncanny valley

Example: 40% Terence Tao, 40% Esther Perel, 20% you 

Figure source: Masterclass



AI Generated Avatar Lecture (Fall 2023)

Automatic text, speech, gestures using language models

Pass uncanny valley of photo realism

Real-time rendering for live interaction with students
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