


Dataset https://github.com/idrori/stemQ



Datasets as Benchmarks

We would like datasets to serve as benchmarks for 
measuring performance of large language models

Problem: once the dataset of questions and 
answers is available online the large language model 
uses the dataset for training.

Solution: provide private access to new datasets



Mathematical Abilities of Large Language Models

Large language models are trained using optimization 
objectives such as filling in missing words and if two 
sentences follow each other.
Problem: how can such models be used to solve STEM 
problems requiring precision using arbitrary values?
Solution: programs, few-shot learning, chain of thought.



Method



Few-Shot Learning

Asking a large language model STEM questions

Problem: is analogous to asking a human a 
question without learning the subject

Solution: few-shot learning allows to provide other 
question-answer examples before the question



Curriculum Design



Curriculum Design

Problem: what questions, topics, and classes help answer 
other questions, understand other topics, and are 
prerequisites for other classes?
Solution: embed questions in low-dimensional space and 
show the relationships between questions, topics, and classes 
providing insight into course prerequisites and curriculum 
design based on data.



Generating Questions



Generating Questions

Large language models generate new questions 
indistinguishable from human-written questions
Problem: are the answers correct?
Solution: 
Automatic checkers for several types of questions.
Evaluate students by asking them to evaluate if answers are 
correct.
Training a classifier predicting if model can answer question.





Performance and Scale

Large language models are generalist and scalable.

Performance improves using

Few-shot learning
Chain of thought
Program synthesis
Self-error correction



Conclusions
Language models train on online data so for datasets to become 
benchmarks they should be released privately.

When asking large language models STEM questions it makes sense to 
give them at least same learning methods available to humans, so they 
perform at a human level.
Learn from previous examples: few-shot learning
Use chain of thought and program synthesis
Provide multiple attempts by self error correction.

We generate hundreds of questions automatically from other questions, 
class notes, and books.



What Now

ChatGPT solves “only” a third of the MIT 
Mathematics and EECS curriculum.
Using our approaches solves the entire 
curriculum; methods for handling images 
and proofs; RL with LM inside.

Curriculum design based on data.

Photorealistic speaking avatars 
delivering machine generated content.
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