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ABSTRACT

A model of knowledge-based text condensation is presented
which has been implemented as part of the text information sys-
tem TOPIC. Two major processes are considered in detail, text
parsing and text condensation with emphasis on the latter. Based
on principles of semantic parsing, the text parser serves the pur-
pose to augment the initial domain knowledge base with the
knowledge encoded in a text, thus generating a specific text
knowledge base. A condensation process then transforms these
text representation structures into a more abstract thematic de-
scription of what the text is about, filtering out irrelevant knowl-
edge structures and preserving only the most significant con-
cepts. Finally, a hierarchical representation of the thematic units
of the text is generated in terms of a text graph which supports
variable degrees of abstraction for text summarization as well as
content-oriented retrieval of text knowledge.

1. Introduction

The rapid advance of electronic text production and distribu-
tion technology has created a lot of enthusiasm with regard to the
availability, ease of access, and dissemination of information
contained in large electronic text files [17]. Unlike past genera-
tions of text-based information systems dealing exclusively with
document surrogates such as abstracts, title headings, or key-
words, they allow the immediate manipulation of source texts,
i.e. full-texts such as letters, memos, minutes, magazine articles.
The presumed potential inherent to these full-text databases has
already been recognized and visionary (text) knowledge work-
benches have been described that anticipate rather elaborated de-
vices for in-depth document analysis (e.g., full-blown electronic
encyclopedias [33] in terms of encyclopedic expert systems [21],
or sophisticated question-answering facilities on top of inferential
text knowledge bases [28]). However, the major thrust of devel-
opment is still oriented towards appropriate hardware support
(e.g., specialized text retrieval machines for full-text searching
[15, 19], or appropriate mass storage media [30]), techniques for
the formal administration of full-text databases (e.g., non-stand-
ard extensions of data-base systems and query languages [2, 1]
or access methods [22, 7] to cover specific properties inherent to
unformatted, textual data), and the provision of user interfaces
which ease the interaction with full-text files and supply versatile
tools for the manipulation of documents (e.g., linking document
fragments, document versions, or critical annotations to docu-
ments in Hypertext environments [3]).

Methods for treating the contents of documents have been of
much less concern, although the information retrieval problem --
identifying relevant information from large sets of document/data
items -- is at least as crucial for electronic (storage) media as for
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standard print media. Three main approaches to the automatic
content analysis of large expository full-texts (as opposed to doc-
ument surrogates) can be distinguished: Simple stafistical models
involve frequency counts of document terms for indexing,
document clustering based on term association factors for classi-
fication, and probabilistic relevance measures for retrieval [4].
This provides keyword-level analyses of texts on which refer-
ence retrieval mechanisms for documents are based. It is clearly
inadequate, given the rich information potential inherent to full-
text files. Linguistic approaches tend to favor structural aspects
of text analysis which have proved useful in the acquisition of
facts from linguistically constrained texts in limited domains [24]
and the design of analogous retrieval mechanisms [10], but face
serious problems when texts with complex semantic phenomena
(ambiguities, paraphrase and inference relations, etc.) have to be
processed. While the focus of knowledge-based systems, in par-
ticular, has been on these semantic issues of text understanding
they usually concentrate on methodological problems, e.g., spe-
cialized parsing and learning strategies, memory structures (for
an overview, cf. [6, 18]), but often neglect equally sophisticated
functional features in an integrated system architecture (some
notable exceptation is made in CyFr [26]).

Starting from a knowledge-based approach to full-text analy-
sis, too, our efforts nevertheless have tried to avoid these short-
comings. The design of our system was strongly influenced by
functional considerations, namely to supply various coherent
levels of information related to the original text, each correspond-
ing to different information requirements: reference to a subset of
relevant documents, access to specific facts, display of signifi-
cant passages, or provision of synoptic overviews of the source
text on various levels of specificity such that these retrieval op-
tions should complement each other.

In the exposition to follow, corresponding methodological
devices of the text condensation system TOPIC [13, 14] are de-
scribed. Its text parsing component incorporates a lexically dis-
tributed text grammar [11] in the format of word experts [29] and
a description of domain-specific background knowledge in terms
of a frame representation model [23]. Text parsing is realized as
a process that transforms the initial frame knowledge base into a
knowledge base that augments the initial one by the specific
knowledge encoded in the text under analysis (Sec.2). Starting
from these text knowledge structures, the process of text conden-
sation transforms them into a more abstract (condensed) repre-
sentation which comprises only the most significant thematic as-
pects of a text (Sec.3). The resulting representation structures de-
scribe the topics a text deals with. Iterated condensation steps
additionally provide more generic topic descriptions, thus leading
to a unified conceptual hierarchy of thematic descriptions in
terms of a text graph.



Now, what is this all good for? A text information system
which consists of a collection of full-texts together with a de-
scription of their contents by associated text graphs supports dif-
ferent types of target information structures: besides swmmariz-
ing texts at varying levels of thematic abstraction, access to sig-

ificant passages of the source text as well as access to the factu-
al knowledge acquired from a text during its analysis is support-
ed by the text graph structure. Due to the hierarchic nature of a
text graph, a text appears to be divided into a more or less fine-
grained description of different topics. The choice of an appro-
priate entry point to a text graph varies dynamically according to
the level of gencrality underlying a given query. In this way,
linear document structure as enforced by conventional print me-
dia is overcome by offering a dynamic assembly of relevant in-
formational units -- each on the appropriate level of explicitness
ing to the current user needs. Obvi , the text repre-
sentation provided by a text graph is a step towards the automatic
creation of hypertexts [3] as used in an intelligent information re-
trieval environment. In fact, the availability of full-texts in elec-
tronic files turns out to be a technical prerequisite of more flexi-
ble text and knowledge retrieval options. Their sophistication
clearly out-performs those applicable to printed text, and thus
constitutes progress towards text-based information management
through the application of artificial intelligence techniques.

In this paper, we concentrate on the methodological issues
underlying the generation of text graphs in TOPIC!, i.e. the
transformation of the knowledge base that results from text pars-
ing to a representation format which provides a description of the
various topics a text deals with at variable levels of detail. The
following section gives an outline of the principles underlying
the text parsing component. This is necessary in order to indicate
the effects various text phenomena have on the structure of the
knowledge base. Subsequently, the process of text condensation
is described as the transformation of knowledge structures of the
text parse into more abstract condensate structures (Sec.3).

2. Text Parsing
Building up on principles of integrated ing [27] and lexi-
cal distribution of mm knowledge [%9] a distributed con-

ceptual parser has been devised in the TOPIC system. It con-
siders the interaction of (traditionally speaking) nominals in text,
i.e. nouns, adjectives, and their combination in noun phrases
including text-specific phenomena, like nominal anaphora and
ellipsis. Since, in particular, it does not account for the role of
verbs, the parser’s understanding capabilities are restricted to the
recognition of semantic and thematic relationships in texts on a
terminological (taxonomic) level of knowledge representation.
However, the limitations inherent to this partial text parsing
approach have been ly balanced with the requirements
to provide abstracts on an indicative level of text condensation,
i.e. characterizing the aboutness of a text [16]. This is achieved,
basically, by relating each occurrence of a token in the text that
matches a ing concept in the frame knowledge base to
a set of primitive knowledge base operations (incrementation of
activation weights, assignment of propertics, etc.). The selection
of an iate sequence of operations is determined by a sys-
tem of word experts that investigate the particular functional role
this token plays with respect to its textual environment (simple
cases of lexical cohesion, anaphora, ellipsis, co-ordination, etc.).
Parsing a text thus amounts to augmenting a previously given
knowledge base that contains the domain-specific knowledge by
text-specific information.

Applying a distributed conceptual parser to full-text material,
the following cases are most likely to occur (concepts of the
knowledge base are in bold face, the parser’s current position is
indicated by underlining):
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a) Immediate Reference to a Domain Concept

Text The Zenon-X has turned out to be a great success.

The current text token refers to a frame in the knowledge base
without any conceptual relation to adjacent (in particular: -
ing) text tokens. This effects the incrementation of that frame’s
activation weight -- an iate counter is indicated by the 3,
sign attached to each frame (in bold letters), slot (enclosed by
angular brackets), and slot filler (enclosed in curly brackets) --
unless case d) applies:
Zenon-X £0 Zsnon-X £
<cpy ... >50 <cpu ... >yv0

< peripheral devices ...
< main memory ... >30
< programming language ... >r0
< sysem software ... >y,

< application software ... >30

<. >

«< peripheral devices ...
< main memory ... >50
< programming language ... >y,
< systam software ... >y,

= application software ... >50

<. >

>zo 10

=>

Fig_la  State Transition in the Knowledge Base Corresponding to the Ef-

fectsofInmedimRefetencewaDc:nainCmoept

b) Immediate Reference to a Property Class of a Do-
main Concept

Text The Zenon-X has turned out to be a great success.
Although being equipped with a rather slow £ou its
major virtues ...

The current text token refers to a slot of a frame in the knowledge
base which has already been introduced in the text previously
(elliptical lexical cohesion). This causes the activation weights of
the slot and its associated frame to be incremented:

Zenon-X = Zenon-X 2

<cpu .. >y,
< peripheral devices ... >s0

< main memory ... >30

< programming language ... >30
< systom sofiware ... >y,

< application software ... >y,
< ...

<CPU .. >y

< peripheral devices ... >ro

< main memory ... >g50

< programming language ... >y o
< system software ... >3,

< application software ... >y,
>

=>

< .. >

Fig_1b  State Transition in the Knowledge Base Corresponding to the Ef-
fects of Immediate Reference to a Property Class of a Domain
Concept

¢) Immediate Reference to Permitted/Actual Proper-
ties of a Domain Concept

Text The Zenon-X runs Turbo-PROLOG under Xenix.

The current text token references an expression which (according
to some integrity constraint) is a permitted or actual slot filler'of a
frame that already has been introduced in the text previously
(simple lexical cohesion). The expression may either denote an-
other frame in the knowledge base (as is the case with Xenir in
our example) or a so-called terminal slot filler which may charac-
terize numerical values of units (e.g. I MB of main memory),
adjectives (e.g., the European market), ctc. With respect to
slot filling two cases then have to be distinguished: if not present
as an actual slot filler, the current expression is assigned as slot
filler to the appropriate slot of that frame (assignment of a per-
mitted property), gnd the activation weights of the slot filler, slot
and its associated frame get incremented simultaneously (see
Fig_1lc below); if, on the other hand, the expression is already
present as an actual property (slot filler), only the incrementation
of activation weights is carried out;




Zenon-X .
<OPU .. >p
< peripheral devices ... >3
< main memory ... >y, ==
< programming language: { Turbo-Prolog Yea1 >3
< system software ... >y,
< application software ... >y,
€ e >
Zenon-X .
SO . 3y
< peripheral devices ... >3

< main memory ... >50

< programming language: { Turbo-Prolog tea> g
< system software: { Xenix Jga1> 5

< application software ... >3,

<. >

Fig_lc  State Transition in the Knowledge Base Corresponding to the Ef-
fects of Immediate Reference to Permitted Properties of a Do-
main Concept
As can already be seen from the examples, the parser easily a-
dapts to a particular kind of text coherence pattern, namely the
continuous thematic progression based on lexical cohesion prop-
erties of the concepts involved ([11] for more details). However,
the close correspondence which, so far, has been assumed to
hold between the occurrence of a text token and the proper desig-
nation of a corresponding concept in the world knowledge base,
is quite misleading with respect to anaphoric regularities holding
on the rext level of linguistic analysis. Consider the case of

d) Mediated Reference to a Domain Concept

Text Actually, the Zenon-X has turned out to be a great
success on the US. market. The mc_hmu
distribution in Europe, however, is currently

hampered by ...

The current text token literally references a frame in the knowl-
edge base, though actually it refers to a subordinate of this frame
which has already been introduced in the text previously (nom-

inal anaphora). This well-known text phenomenon is tackled by
pretending that the more specific frame has occurred. This means
incrementing the activation weight of the more specific frame (in
our example Zenon-X instead of machine the latter being a
superordinate of the former) in order to preserve correct focus in-
dications (analogous steps have to be considered for mediated re-
ferences to property classes or permitted/actual properties of a
domain concept):

Zenon-X ., Zenon-X .
<cpu .. COPU .. >y,
< ptrlphnml dwleu w Pso < peripheral devices ... >g ,
< main memory . . >g0 == < main memory ... >50
< programming Ilngum - g < programming language ... >y
< system software >ga1 < system softwars ... >g.
< application software ... >y, < application software ... >yx.o

<. >

Fig_1d  State Transition in the Knowledge Base Corresponding to the Ef-
fects of Mediated Reference to a Domain Concept

We skip here more complicated details of linguistic aspects of
text analysis relating, for instance, to local interruptions (e.g.,
through quantification or negation of domain concepts) or redi-
rections of cohesion development (e.g., as indicated by various
types of conjunctions and other cue words for topical shifts), al-
though appropriate provisions have been made in TOPIC to ac-
count for them. Instead, we emphasize that for the purpose of
text condensation incrementation of activation weights and prop-
erty assignment (slot filling) have to be considered as the basic
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operations issued from the text parser to the frame k:nowledge

base to create an adequate representation of the text’s contents.

The knowledge structures built up by the text parser this way

form a text knowledge base and are taken as the starting point of

gclstcxtcondensauonpmcesstobedescnbedmﬂnemmmndcrof
paper

3. Text Condensation

The activation weights and slot filling patterns of single
framesaswellasparhcularcmnecuwty patterns holding within a
group of frames in the text knowledge base provide the basis for
the construction of a thematic description by the text condensa-
tion process. Only the most significant concepts are included,
while the knowledge structures that are irrelevant with respect to
an overall thematic characterization have to be filtered out. Thus,
text condensation can be conceived as a kind of abstraction proc-
ess on (text) knowledge bases.

Parsing the complete text, i.e. continuously elaborating the
representation structures of the frame knowledge base through
the basic operations mentioned above, and then starting the con-
densation process only at the very end of that text would result in
a serious loss of organizational structure a text implicitly exhibits
through the way its topics arc elaborated. At the other extreme,

determining condensation patterns at every instance of a concept
occurring in the text, would cause an unnecessary computation
overhead, since major movements are unlikely to be tied
to a single domain-specific concept. Instead, we have declded on
a quite pragmatic approach to initialize the condensation proce-
dures, trading off between computation efforts and the proper re-
cognition of textual macro structures. It is based on the observa-
tion that in the sublanguage domain we are currently working in,
topic movements occur predominantly at paragraph boundaries.
Therefore, text condensation procedures are started at the end of
each paragraph so that thematic overlaps as well as topic shifts
and breaks between adjacent paragraphs can be identified, and
the extension of a topic be exactly delimited.

The abstraction mechanisms inherent to the text condensation
process produce aggregated text knowledge structures, so-called
topic descriptions, which represent the topics of the paragraph
under analysis (Sec.3.1), Combining the topic descriptions of
the whole text yields a coherent tation of its topical struc-
ture in terms of a text graph (Sec.3.2).

3.1 Generating Topic Descriptions

A thematic characterization of a is generated from
the activation weights as well as the slot filling and connectivity
patterns in the text knowledge base. In a first condensation step
those concepts are determined which are significantly salient,
while in a second one these salient concepts are re-combined to
form the topic description of a thematically coherent part of the
text.

The Determination of Dominant Concepts. A major
criterion for determining the salience of a concept is the frequen-
cy of its explicit and unphclt mention in the text as recognized by
the text parsing process. Since the resulting activation weights in
the knowledge base are independent from linguistic surface phe-
nomena (cf. the case of nominal anaphora in Sec.2), and since
they also reflect the influence of a variety of conceptual relations
(e.g., related to lexical cohesion regularities, ibid.), the activa-
tion welghts attached to the knowledge structures can du'ectly
be used as relevance indicators for associated concepts2. Those
of the active concepts that are salient enough to take part in a
topic description will be called dominant concepts.

We distinguish between dominant slot fillers, dominant slots,
dominant frames, and dominant clusters of frames. In order to




preserve the correct interpretation of their contextual meaning a
dominant slot is represented as a linear graph whose nodes are
labelled by the corresponding frame and slot name and whose
vertex is labelled by an iate type symbol (s for slot), i.e.
frame--8—slot; accordingly, dominant slot fillers are characteri-
zed by frame--s--slot--si--filler where sf stands for slot filler.

First, we give a fairly specific measure to identify dominant
slot fillers by comparing the activation weight of a particular
slot filler with the average activation weight over all active slot
fillers in the text knowledge base. Let Active_Fillers denote the
set of all slot fillers in a text knowledge base whose activation
weight is greater than zero, and sf weight( f,s,sf ) characterize
the activation weight of slot filler sfin slot s of frame f. If for
some frame, slot, and slot filler we have

X I 3 sf weight( frame,, slot;, filler, ) / |Active_Fillers|
i j k
< sf_weight( frame, slot, filler )

then the graph frame--s--slot--sf--filler constitutes a part of the
current topic description, Similarly, dominant slots and dom-
inant frames are determined by examining if their activation
weight exceeds the average weight of slots and frames, resp. (for
more technical details, c¢f. [14]). In general, dominance of
concepts is here related to the activation level of the whole
knowledge base.

z.nnn-xm
<Cpu ... >yt
< peripheral devices ... >,
< main memory ... >y,
<progr,nmmlng language ... >p,
< sysiem software .. >y
< application software: { dbms-1 }y.i> 3.y

/4

=0

dbms-1, )
ﬂ < computer ... >y,
< prog g language: { A bler }x.1> £a1
< price: { $3.000 }y > 5.
< . { ZetaMachl e, }ya1>5m
ot
OCCMPARCY J
4 '/ A
nesting ZetaMachines Inc.;,

< products: { doms-1 }g.q>5.

< sales: { $1.000.000.000 }; >+
< address ... >

< Fortune 500 ranking ... >

Fig_2 Tlustration of Significant Degrees of Slot Occupancy and Depth

of Nesting of Slot Fillers

Another group of dominance measures considers the impact
of certain slot filling patterns on the identification of salient
concepts. As a consequence, the following criterion relies more
closely upon structural properties of frame representation lan-
guages than the one just considered, since it relates to the elabo-
ration of a slot filler in terms of slot occupancy and the depth
of nesting of slot fillers. For example, consider in Fig_2
dbms-1 as a slot filler of the application software slot of the
Zenon-X frame. The programming language, price, and manu-
facturer slots of the dbms-1 frame all are active and have been
filled appropriately. Nesting is further enforced, since special

treatment has been given to the manufacturer slot of dbms-1 as

its slot filler ZetaMachines Inc. itself has received further slot fill-
ers (concerning products, sales, etc.). Accordingly, a slot is tak-

enasa i slot if a frame is asgigned to it as a slot filler
such that the majority of its slots have been filled, too (significant
degree of slot occupancy), or if a slot filler exists which is fur-
ther claborated in more detail (significant degree of nesting of
slot fillers) -- an analogous criterion can be established for that
slot filler making it a dominant slot filler. In either of these
cases the graph frame--s--slot[--sf--filler] (in Fig_2: Zenon-X-

-s--application software[--sf--dbms-1]) constitutes a part of the
current topic description. Note that it scems unreasonable in this
particular case to over-generalize, and maintain that the corre-
sponding frame (Zenon-X in the example below) is dominant,
too (alﬂx;ugh sometimes use is made of these implicit dominance
relations).

Besides weighting and slot filling criteria on which domi-
nance computation is based, we investigated the role of connec-
tivity patterns based on generalization hierarchies of frames.
A significant number of active frames which have a common
superordinate frame may constitute a dominant cluster of frames.
The cluster is represented by the common superordinate which
will be called a cluster frame (when identified it forms a defective
linear graph composed only of a single node which is labelled by
the corresponding frame name). Since the cluster frame does not
need to be active and even need pot be mentioned explicitly in the
text, this type of dominance measure introduces a further inde-
pendence of the condensation process from the terminology used
in a text (besides phenomena already covered by the text parser).

The following variant, introduced to illustrate the determina-
tion of cluster frames, has to take the following trade-off into
account: on the one hand the common superordinate should be as
specific as possible (raising recall), while on the other hand a
more generic superordinate stands for a larger cluster and thus
more frequently turns out to be a relevant (though less specific)
topic. The solution we have devised is outlined in the following
algorithm (Fig_3). It captures the heuristics to start from the
most general concepts contained in the knowledge base (so-
called “top frames”) and descend the generalization hierarchy
downwards as long as no significant loss of active concepts oc-
curs . Significant loss in the upper level of the generalization
hierarchy is defined relative to an empirically justified cut-off
value for active concepts (lines 3 and 7) while on the lower levels
(line 11) no further loss of active concepts is permitted:

[01] forall frames without a superordinate (top frames) do
[02]  be
[03] ?mmberoflcﬁve subordinates of the current top frame
> cut-off value then
[04] begin
[05] Jor all immediate subordinates of the current top frame do

[06] begin

[07} r ber of active subord of the current subordinate
> cut-off value then

[08]

[09) repeat

[10] determine that immediate subordinate of the current subordinate
whose number of active subordinates is maximal and
call it SUB,y, 03

[11] {f the number of active subordinates of the current subordinate
is equal to the number of active subordinates of SUB,,,,, then

[12) let SUB,,;, denote the current subordinate;

{13] until further descent causes a loss of active subordinates;

[14] the current subordinate is cluster frame;

[15) end;

[16} end,;

(17} {# no cluster frame is found then

[18] the current top frame is cluster frame;

[19} end;

[20) end.

Fig_3 Algorithm for Knowledge-Based Clustering




The cluster algorithm above gives a flavor of the power of
knowledge-based clustering. Unlike standard clustering proce-
dures which are solely based on the exploitation of plain co-oc-
currence characteristics of terms (cf., e.g., {25]), this algorithm
takes two additional kinds of information into account which im-
prove the significance of its results and its efficiency drastically.
First, it relies on the existence of semantically distinguished
types of relational links which makes possible to suppress ir-
relevant relationships between concepts (in the example above
only concept specialization is considered). Additionally, sophisti-
cated use of heuristics which prune the search space eliminates
the problem of combinatorial explosion which would arise if an
unrestricted scarch in the text knowledge base is conducted, try-
ing to find all maximal subsets of active frames which have a
common subordinate frame by successively checking all possible
subsets (i.e. considering all ts of the i er
set!). We advocate this approach as an alternative to the one
suggested by Taylor [31] and Lehnert [20] in that it is not based
on general graph ¢ istics for computing clusters in some
arbitrary net representation, but heavily exploits the semantics of
the various tation constructs {23] used to represent the
result of a text analysis.

i The dominance measures determine a collection of
formally unrelated dominant concepts as linear graphs. In the
next step of the condensation process these separate graphs have
to be combined to form a compound opic description. The com-
bination is performed by simply overlapping identical nodes of
the same type -- frame (dominant frames and cluster frames are
treated as one type), slot, or slot filler -- occurring in different
dominance descriptions and adding specialization links between
frames where possible (see the example given in Fig_4 below).
By virtue of the parsing process, which provides the input to the
condensation procedure, the resulting semantic net can be inter-
preted in the following way. A simple occurrence of a frame
which remains to some slot link (as with disk drive
in Fig_4) means that the associated text passage deals with that
concept in a fairly general way. Otherwise, the more elaborated
the structure of a topic iption, the greater the thematic spe-
cificity of the related concepts (cf., e.g., Zenon-X--s--peripheral
devices--sf-floppy disk drive-1 in Fig_4). Finally, if a slot (fill-
er) name equals the name of a frame in the knowledge base and
that frame does not occur as either a dominant frame or a cluster
frame the corresponding concept is only relevant with respect to
the frame where it is associated to as a slot (filler). So it stands
for a rather specialized thematic aspect, but is of only minor im-
portance to the overall topical structure of the text, thus making it
:éprimary candidate for elimination by later abstraction proce-

ures.

Example. The following dominance descriptions are given:
dominant entries: ' Zenon-X--s—-peripheral devices--sf-
~floppy disk drive-1
Zenon-X--s--peripheral devices
Zenon-X--s--cpu
dominant (cluster) frames: Zenon-X
personal computer
disk drive

dominant slot:

Their combination yields the following topic description to which
a corresponding verbalization? is attached. As can be seen from
the example below, descending the graph of a topic description
leads to more specific thematic aspects:
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personal computer disk drive

Instance-of
Zenon-X
s s

cpu peripheral devices

floppy disk drive-1

“The text passage is about personal computers. The Zenon-X is dis-
cussed in more detail with respect to its cpu and its peripheral devices.
Besides disk drives in general, the floppy disk drive which is available
Jor the Zenon-X is focused on.”
Fig_4 An Illustration of a Topic Description and Its Corresponding
Verbalization

Topic descriptions are computed for every paragraph. If the
descriptions of two adjacent paragraphs match they are merged to
form a compound thematic unit. Determining if two topic de-
scriptions match is straightforward: discarding slot fillers from
their semantic net representations (thus generalizing them) two
topic descriptions match if these reduced semantic nets are iden-
tical or if one of them is a subgraph of the other.

Example. The following two topic descriptions match be-
cause taking away the slot fillers makes the second one a sub-
graph of the first graph (the matching area, i.c. Zenon-X--s--
peripheral devices, is indicated by shadow fonts):

]
personal computer "
1
instance-of :
L}
Zenon-X : Zenon-X
L]
s ° ' s
cpu peripheral devices , peripheral devices
i '
st H st
]
| ' I
floppy disk drive-1 : laser printer
1

Fig_5 Matching of Topic Descriptions

The thematic descriptions of adjacent text passages are merg-
ed as long as the current topic description matches that of the pre-
ceding paragraph(s). If they do not match, the preceding pas-
sage(s) are delimited as a separate, thematically coherent text
constituent, and a new constituent will be set up at the current
paragraph. In technical terms, a text constituent is consists of:

* the topic description which provides an abstracted view on
the contents of the (sequence of) text passage(s) making up
that particular text constituent (essential for summaries)

« alink to the associated (sequence of) text passage(s) in the
full-text data base (essential for passage retrieval)

« the text knowledge base which characterizes the original re-
sult of text parsing (essential for accessing facts acquired
through text analysis)




3.2 The Text Graph

The topic descriptions whose generation has been discussed
in the preceding section already exhibit 2 hierarchical structure.
The idea underlying text graph construction now focuses on the
fact that from a topic description as @ whole more generic de-
scriptions can be derived. Thus, the construction of a text graph

from the examination of every pair of topic descriptions
and takes their commonalities as a more generic thematic charac-
terization. Applying this procedure as many times as possible
(taking also the newly topic abstractions into account)
a hierarchy of topic descriptions evolves which is represented in
terms of a text graph (see Fig_6). The most specific descriptions
(they correspond to the text constituents) form the leaf nodes of
the text graph. The generalized topic descriptions constitute its
non-leaf nodes. Given such a text graph a text appears to be di-
vided into a variable number of thematically coherent units. The
degree of specificity or generality of their thematic description
can dynamically be chosen by the user ding on her/his
current information needs. The root nodes offer the most abstract
characterization of the associated text as a whole (since a text
graph is poly-hierarchic it may have more than one root). By de-
scending a text graph, more and more specific topic descriptions
are encountered until the most specific ones, finally, allow access
to the facts acquired from the text, or, altematively, to original
text passages of the source text.

Lmanufacturer]

slot I\
Zenon-X

Instance-of identity

Identity

Zenon-X Zenon-X manufacturer
! ! Instancs-of
I I
cpu cpu Zm!f“-:mm. smtr;f:hlno
port Inc.
/\ I /\
instance-of s Instance-of
I
RS-232 RS-422 product 2Zenon-X Star
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Fig_6 A Text Graph Fragment (derivable links have been omitted)

The following kinds of abstraction relations between text
graph nodes can occur (see Fig_6):

+ an identity link goes from a node n to a superordinated
node n” if node n” consists of a graph that occurs in node
n, or if node n” consists of a single node which occurs in
node n as part of a concept specialization graph (using is-a
or instance-of links) - and only if one of these cases holds;

* an is-a (instance-of) link goes from a node n to a super-
ordinated node n” iff n” consists of a graph whose only ele-
ment i§ an is-a (instance-of) superordinate of the top-most
element of a graph that occurs in node n;

« aslot link goes from a noden to a superordinated node n”
iff node n” consists of a graph whose only element occurs
top-most in a graph inside node n where a slot element is
subordinated to it.

Unlike competing knowledge-based approaches to text sum-
marization, our method allows dynamic construction of text sum-
maries, instead of constraining it by staric, built-in representation
facilities to an entirely fixed level of detail (as with sketchy scipts
in the FRUMP system [5]). In addition, it neither depends on
interest profiles [8] nor on importance rating rules [9] given prior
to text analysis. Due to the rich internal structure of the topic de-
scriptions being generated, the selection of interesting topics can
be postponed until actually querying the text knowledge base.
This, obviously, offers much more flexibilizy than biasing the
text analysis process by a priori filters which are likely to change
from user to user.

4. Conclusion

We have outlined a model of knowledge-based text condensa-
tion which builds upon the knowledge structures generated by a
semantic text parser. The result of text condensation is a text
graph which allows flexible, content-oriented access to full-text
information. This way, on-line texts can be dealt with as hyper-
texts offering a dynamic, query-time assembly of informational
units just as considered relevant by the user. (S)he may choose
among access to relevant facts, the provision of ropical descrip-
tions on different abstraction levels, and finally, the retrieval of
significant passages of the original text. The latter yields authen-
tic information unavailable in the text knowledge base due to the
limited understanding capacity of the text . The variety of
target information structures in the TOPIC system shows some
similarity in performance with prototype electronic encyclopedia
systems [33] or inferential text knowledge bases [28]. The major
difference, however, (using terminol from Weyer & Born-
ing) lies in the auromatic generation of semantically rich world
models and the corresponding supply of conceptual navigation
criteria and knowledge-based information filters.

Finally, one should stress the methodological generality of
text graphs as a powerful index structure for KBMS, not only
limited to the text and knowledge retrieval options outlined so
far. We are currently planning to use this device as methodolog-
ical backbone for an office document management system, thus
adding intelligent mail and message functions to it. Further ex-
tensions are on the way to relate text graphs to special require-
ments arising in the area of text-based knowledge acquisition in
expert system environments [12], e.g., by adding KBMS facil-
ities to handle conflicting and time-dependent knowledge as well
as stringent features for version control. The most serious limita-
tion deserving further investigation concerns conceptual relations
holding between the nodes of text graphs of different texts and
the provision of uniform access mechanisms to these text graphs.
Extending the notion of a text graph as described in Sec.3.2, we
intend to construct a corresponding hyper textgraph facility in or-
der to supply a uniform conceptual view on the knowledge struc-
tures of full-text databases.




Footnotes

* The work reported in this was supported by Bundesmini-
sterium fiir Forschung und Technologie (BMFT) / Gesellschaft
)1‘%;'2 éotgi’%mano on und Dokumentation (GID) under contract

1 TOPIC which currently runs on various UNIX™ machines is
written in C. Our experimental experience is based on the anal-
ysis of about 20 full-fexts (each composed of approx. 2000-
3000 text tokens). The distributed conceptual parser contains
approx. 60 functionally decomposed grammar modules, while
the size of the initial frame knowledge base varies between
150-200 frames. It incrementally gets augmented through new
concepts learned as a by-product of text parsing. On the aver-
age, cach of the 20 text knowledge bases generated so far con-
sists of 1/4 of the items constituting the initial domain knowl-

> base which underlics the text analysis program (plus ex-
tensions coming from each particular text through concept
learning).

2 In order to rule out interferences between two subsequent para-
graphs all activation weights in the text knowledge base related
to the analysis of the previous paragraph are zeroed before con-
tinuing the analysis of the next paragraph. However, to avoid
losing conc:’ptual reference points related to foregoing text an
appropriate focus indicator is provided in the parsing memory.

3 TOPIC does not have natural language generation facilities.
Instead, an experimental graphical interface [THIEL/HAMM-
WOHNER 1986] is supplied to (hopefully) gain more flexi-

bility (through browsing, zooming, and further direct naviga-

tion operators) than might be available from natural language
summaries alone.
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