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Abstract

Using automated computer tools and in particular machine learning to facilitate and enhance medical analysis and diagnosis is a promising and important area. In this paper, we show that how unsupervised feature learning can be used for cancer detection and cancer type analysis from gene expression data. The main advantage of the proposed method over previous cancer detection approaches is the possibility of applying data from various types of cancer to automatically form features which help to enhance the detection and diagnosis of a specific one. The technique is here applied to the detection and classification of cancer types based on gene expression data. In this domain we show that the performance of this method is better than that of previous methods, therefore promising a more comprehensive and generic approach for cancer detection and diagnosis.

1. Introduction

Studying the correlation between gene expression profiles and disease states or stages of cells plays an important role in biological and clinical applications (Tan & Gilbert, 2003). The gene expression profiles can here be obtained from multiple tissue samples and by comparing the genes expressed in normal tissue with the ones in diseased tissue, one can obtain better insight into the disease pathology (Tan & Gilbert, 2003). One of the challenges that has been addressed in this way is to determine the difference between cancerous gene expression in tumor cells and the gene expression in normal, non-cancerous tissues. To address this, quite a number of machine learning classification techniques have been used to classify tissue into cancerous and normal. However, due to the high dimensionality of gene expression data (a.k.a the high dimensionality of the feature space) and the availability of only a few hundred samples for a given tumor, this application requires a number of specific considerations to deal with these data. The first challenge here is how to reduce the dimensionality of the feature space in a way that ensures that the resulting feature space still contains sufficient information to perform accurate classification. In addition, small sample sets (i.e. a small number of training examples) make the problem much harder to solve and increase the risk of overfitting. For years, many solutions have been proposed to address the cancer detection problem, most of which perform feature space reduction by deriving compact feature sets by selecting and constructing features either manually or in supervised ways. This, however, leads to the problems with those methods that they are mostly not scalable and cannot be generalized to new cancer types without the re-design of new features. In addition, these techniques can not take effective advantage of tissue samples from other cancers when, for example, breast cancer detection is to be learned, being effectively restricted to only data from breast cancer and normal tissue when building the classifier. Given this restriction, in turn, likely leads to limitations in the way these methods scale to new cancer detection tasks when only a handful of samples are available.

To deal with this problem and to facilitate and develop more generalized versions of cancer classifiers, we propose in this paper a more general way of learning features by applying unsupervised feature learning and deep learning methods. We use a sparse autoencoder method to learn a concise feature representation from unlabeled data. In contrast to the previous methods where data has to be strictly from the cancer type to be detected in order to provide the appropriate label for supervised learning, the unlabeled data can here be...
obtained by combing data from different tumor cells provided that they are generated using the same microarray platform (i.e. given that they contain the same gene expression information). For example, for the feature learning that forms the basis for prostate cancer classification we can use samples from breast cancer, lung cancer, and many other cancers which are available in that platform. The resulting features from all these sets are then used as a basis for the construction of the classifier.

The remainder of this paper is organized as follows: Section 2 provides some background about gene expression. Section 3 reviews prior research. Section 4 outlines the proposed method and Section 5 shows results of our method and compares them to results achieved using other methods. Finally, Section 6 concludes the paper.

2. Gene Expression

Gene expression data measures the level of activity of genes within a given tissue and thus provides information regarding the complex activities within the corresponding cells. This data is generally obtained by measuring the amount of messenger ribonucleic acid (mRNA) produced during transcription which, in turn, is a measure of how active or functional the corresponding gene is (Aluru, 2005). As cancer is associated with multiple genetic and regulatory aberrations in the cell, these should reflect in the gene expression data. To capture these abnormalities, microarrays, which permit the simultaneous measurement of expression levels of tens of thousands of genes, have been increasingly utilized to characterize the global gene-expression profiles of tumor cells and matched normal cells of the same origin. Specifically, microarrays are used to identify the differential expression of genes between two experiments, typically test vs. control, and to identify similarly expressed genes over multiple experiments. The processing pipeline of microarray data involves the raw data pre-processing to obtain a gene expression matrix, and then analyzing the matrix for differences and/or similarities of expression. The gene expression matrix, GEM, contains pre-processed expression values with genes in the rows, and experiments in the columns. Thus, each column corresponds to an array (or gene-chip) experiment, and could contain multiple experiments if there were replicates. Each row in the matrix represents a gene expression profile (Aluru, 2005).

Gene-chips can hold probes for tens of thousands of genes, whereas the number of experiments, limited by resources like time and money, is much smaller, at most in the hundreds. Thus, the gene expression matrix is typically very narrow (i.e. number of genes, $n$, is significantly larger than the number of experiments, $m$). This is known as the dimensionality curse and it is a serious problem in gene network inference (Aluru, 2005).

3. Related Work

Quite few methods have been proposed to detect cancer using gene expression data. In (C. Aliferis et al., 2003), Aliferis et al. used recursive feature elimination and univariate association filtering approaches to select a small subset of the gene expressions as a reduced feature set. Ramaswamy et al. in (Ramaswamy et al., 2001) applied recursive feature elimination using SVM to find similarly a small number of gene expressions to be used as the feature space for the classification. In (Wang et al., 2005b), Wang et al. showed that by combining a correlation-based feature selector with different classification approaches, it is possible to select relevant genes with high confidence and obtain good classification accuracy compared with other methods. Sharma et. al (Sharma et al., 2012) proposed a feature selection method aimed at finding an informative subset of gene expressions. In their method, genes were divided into small subsets and then informative genes in these smaller subsets were selected and then merged, ending up with an informative subset of genes. Nanni et. al in (Nanni et al., 2012) proposed a method for gene microarray classification that combines different feature reduction approaches. In most of those methods the focus was on how to learn features and reduce the dimensionality of the gene expression data. The majority of these methods use manually designed feature (e.g. feature engineering) selectors to reduce the dimensionality of gene expression and select informative sets of genes. The potential problems with these feature selection methods are scalability and generality of features (i.e. whether the selected/designated features can be extended and applied to new classification tasks and data sets). In addition, since specific cancer data are usually rare and most of the mentioned methods can not efficiently take advantage of data from other cancers than the one to be detected or classified, these methods have to operate with very small data sets, limiting the effectiveness of the automatic feature learning approaches used. For example, prostate cancer data can not be used in selecting features for breast cancer detection, reducing the basis for feature learning. In contrast to these methods, our proposed method can use data from different cancer types in the feature learning step, promising the potential for effective feature
learning in the presence of very limited data sets.

4. Approach

Unsupervised feature learning methods and deep learning have been widely used for image and audio applications such as (Lee et al., 2009b; Huang et al., 2012), etc. In these domains, these techniques have shown a strong promise in automatically representing the feature space using unlabeled data in order to increase the accuracy of subsequent classification tasks. Using additional properties of the data, these capabilities have been further extended to facilitate learning in very high dimensional feature spaces. For example, by using image characteristics such as locality and stationary of images, Lee in (Lee et al., 2009a) proposed a method to scale the unsupervised feature learning and deep learning methods to high dimensional and full-sized images. Similarly, Le in (Le et al., 2012) applied an unsupervised feature learning method (in particular Reconstruction Independent Subspace Analysis) in the context of cancer detection by applying it in the classification of histological image signatures and classification of tumor architecture. However, to the best of our knowledge, unsupervised feature learning methods have not been applied to gene expression analysis (it should be noted that Le’s method (Le et al., 2012) still has been applied to images not gene expression). Some of the reasons for this can be seen in the extremely high dimensionality of gene expression data, the lack of sufficient data samples, and the lack of global known characteristics such as locality in gene expression data which limit the applicability of techniques such as convolution or pooling which have been highly successful in the above-mentioned image data applications.

In the method proposed here, we try to address this dimensionality problem in the area of gene expression data. In our method, we first reduce the dimensionality of the feature space using PCA, and then apply the result of PCA as a compressed feature representation which still encodes the data available in the sample set, along with some randomly selected original gene expressions (i.e. original raw features) as a more compact feature space to either a one or a multi-layered sparse auto-encoder to find a sparse representation for data that will then be used for the classification. This overall approach to building and training a system to detect and classify cancer from gene expression data is shown in Figure 1. As shown in the figure, the approach proposed here consists of two parts, the feature learning phase and the classifier learning phase.

4.1. Feature Learning

Our proposed feature learning approach uses two phases, at first, PCA-based phase aimed at reducing the dimensionality of the feature space while maintaining the information content of the data. Second, based on an augmented form of the PCA features in addition to some random raw features, develops a sparse encoding of the data samples to obtain high level and complex features for use by the classification approach. The main reason for this two-phase approach is that since the dimensionality of gene expression data is extremely high (on the order of 20000 to 50000 features) and these contain redundant and noisy data, we apply PCA to reduce the dimensionality of data without a significant loss of information. However, there is a problem with directly using the PCA components as features for classification. PCA performs a linear transformation on the data. In other words, after applying PCA, the resulting extracted features are simply a linear function of the original input data (Raina et al., 2007). However, in order to provide an opportunity to also capture the non-linearity of the relations between expressions of different genes, a different feature learning approach is needed. To facilitate this and to obtain more discriminating features, we use an unsupervised feature learning method in the second stage and, in order to provide it with the opportunity to capture additional non-linear relations that are hidden by the PCA features, we randomly add some of the original raw features to the PCA features to form an augmented basis for the second stage feature learning algorithms.

For the second phase of the feature learning approach, we use the framework of the sparse autoencoder (Coates et al., 2011; Bengio et al., 2007; Ng). The autoneocoder neural network is an unsupervised feature learning method in which the input is used as the target for the output layer (Ng). In this way
it learns a function \( h_{w,b}(x) \approx x \) that represents an approximation of the input data constructed from a limited number of feature activations represented by the hidden units of the network. The sparse autoencoder is constructed by three layers in the neural network (i.e. input layer, hidden layer, and output layer) in which the hidden layer contains \( K \) nodes. The units in the hidden layer force the network to learn a representation of the input with only \( K \) hidden unit activations, representing \( K \) features. To train the network it uses the back-propagation method to minimize the squared reconstruction error with an additional sparsity penalty (Coates et al., 2011; Raina et al., 2007):

\[
\min_b, a \sum_{i} \| x_u^{(i)} - \sum_{j} a_j^{(i)} b_j \|^2_2 + \beta \| a^{(i)} \|_1 \quad (1)
\]

\[s.t. \| b_j \|_2 \leq 1, \forall j \in 1, \ldots, s\]

where \( x_u^{(i)} \) is unlabeled training example, \( b \) is basis vector, and \( a \) is the vector of activations of the basis (Raina et al., 2007). The sparsity penalty included in the form of the one-norm of the activation vector, \( a \), here biases the learner towards features, \( b_j \), that allow the data items to be represented using a combination of a small number of these features. The rationale for using a sparse encoding for feature learning in the gene regulation data is that features that allow for a sparse representation are more likely to encode discriminatory and functionally monolithic properties of the original data and thus are more likely to form a good basis for classification learning. Within the neural network, the sigmoid function has been selected as the activation function \( g \):

\[ g(z) = \frac{1}{1 + \exp(-z)} \]

As an additional option and for further comparison we have used a stacked auto-encoder with two layers in which greedy layer-wise learning has been used to train the deep network (Bengio et al., 2007). In this greedy layer-wise approach, we separately train each network. However, the output of the first network functions is an input to the second network.

### 4.2. Classifier Learning

In order to perform the task of cancer detection and cancer type classification, the features learned in the proposed unsupervised feature learning approach are subsequently used with a set of labeled data for specific cancer types to learn a classifier. For the results in this paper we used softmax regression as the learning approach for the classifier.

For comparison in the experiments presented in this paper, a sparse autoencoder with one layer and one with two layers (aka. stacked autoencoder) has been used as the unsupervised feature learning method to learn a sparse representation from unlabeled data which then served as the input representation for classifier learning using the softmax regression classifier. In addition, we performed an additional experiment in which we used the fine-tuning method (Bengio et al., 2007) in order to tune the weights of the features of the stacked autoencoder to better match the requirements of the classification task. In this method, the weights of the features learned by the unsupervised feature learner are tuned through the classifier using labeled data. While this makes the features less generic by tuning them towards the specific classification task, it also promises the possibility of higher classification accuracy in some situations.

Overall, the method presented in this paper takes its strength from the combination of dimensionality reduction through PCA and unsupervised non-linear sparse feature learning for the construction of effective features for general classification tasks. This methodology allows for the effective use of unlabeled data, and thus of microarray data unrelated to the specific classification task, to assist in and improve the classification accuracy. As mentioned earlier, since the number of gene expression data samples for a specific cancer type is generally low, other cancer data from the same platform (i.e. with the same genes in the microarray) are a good candidate to be used in this method as unlabeled data for feature learning. One of the significant advantages of this approach as compared to most previous work is that it generalizes the feature sets across different types of cancers. For instance, data from prostate, lung, and other cancers can be used as unlabeled data for feature learning in a breast cancer detection or classification problem. The potential of this is further demonstrated by the results of Lu et al in (Lu et al., 2007) who showed via comprehensive gene analyses that it is possible to find common cancer genes across different cancer data. This finding intensifies our argument for having generalized feature sets across data from various cancer types.

### 5. Results

To demonstrate the feasibility and applicability of the proposed method, we first obtained 13 different data sets from various papers/sources as summarized in Table 1. In Table 1, columns 2 and 3 show the dimensionality of the data. Column 3 shows labeled data which is used for training the classifier. For the fea-
ture learning, we use the unlabeled data in column 2. Some of the feature sets have been expanded to include samples of various different types of cancer from other data sets of the same microarray platform. This feature expansion provides the ability to the feature learning algorithm to learn more generalized features that are not specific to an individual cancer but rather reflect features of interest in general cancers.

Due to the high dimensionality of the data, the data was, as described in the approach section, preprocessed by applying PCA to reduce its dimensionality. Three different of sparse encoders have been used to learn features: sparse autoencoder which contains just one hidden layer, two layer stacked autoencoder, and stacked autoencoder with fine-tuning, which is trained based on a greedy layer-wise approach. The fine-tuning method uses labeled data to tune the parameters from the stacked autoencoder during the classifier training stage. Columns 2, 3, and 4 in Table 2 correspond to results of each of these methods, respectively.

To evaluate the robustness of the classifier, we performed 10-fold cross-validation and results are presented in terms of the average classification accuracy. In addition, the standard deviation of the classification accuracy across the different learning trials is represented in the table. We also compare our proposed algorithm against two baselines: SVM with Gaussian kernel, and Softmax Regression. Note, that these methods also use the principal component projections as features to address the very high dimensionality and relatively small number of samples in the datasets. Table 2 reports the results of the data sets where only the result of the better of the two baseline algorithms is reported. From this we can see that the proposed method which uses the sparse autoencoder features derived from PCA and randomly selected raw features outperforms the baseline algorithms which do not use unsupervised sparse features. The only exceptions are the second and ninth data sets, for which our method does not outperform the baseline algorithms. We believe that we can actually improve those results by adding more unlabeled data to the feature sets. We were unable to do so because the platforms of the data sets were either a very specialized micro-array for which there was not a lot of samples available, or we could not find data from the same platform.

6. Conclusion

In this paper, we propose a method to enhance cancer diagnosis and classification from gene expression data using unsupervised and deep learning methods. The proposed method, which uses PCA to address the very high dimensionality of the initial raw feature space followed by sparse feature learning techniques to construct discriminative and sparse features for the final classification step, provides the potential to overcome problems of traditional approaches with feature dimensionality as well as very limited size data sets. It does this by allowing data from different cancers and other tissue samples to be used during feature learning independently of their applicability to the final classification task. Applying this method to cancer data and comparing it to baseline algorithms, our method not only shows that it can be used to improve the accuracy in cancer classification problems, but also demonstrates that it provides a more general and scalable approach to deal with gene expression data across different cancer types.
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