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User generated reviews
Dimensions ("aspects") of a review:
1. Food quality
2. Ambience
3. Service
4. …



User generated reviews
Dimensions ("aspects") of a review:
1. Price
2. Image quality
3. Ease of use
4. …



User generated reviews

• Users evaluate restaurants / products along different dimensions
• Review is unstructured text; overall rating is user-specific aggregate



Problem: Fine-grained aspect detection

• What is the aspect being addressed in a given segment of a review?
• Task: classify review segments into pre-defined aspect classes



Canonical machine learning approaches

• Supervised learning:
• Manually label review segments
• Then fit a mul6-class classifica6on model
• ☹ Expensive annota6on cost

• Unsupervised learning:
• Fit a topic model to review segments
• Then manually map topics to aspects
• ☹ Topics may not correspond to aspects of interest

Aspects may be specific to (say) a product;
annota6on/modeling efforts may only be useful for specific product.



Our approach (Karamanolakis, H., Gravano, EMNLP 2019)

• "Weakly-supervised" learning
• Ask users to provide, for each aspect, indica4ve "seed words" that appear in 

many review segments
• Use seed words to automa4cally label review segments
• Fit mul4-class classifier to automa4cally-labeled review segments

• Building on ideas from:
• Co-training (Blum & Mitchell, 1998)
• "Seed word"-based weak supervision (Angelidis & Lapata, 2018)
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What is a seed word?

• Seed word for an aspect: a weakly posi4ve indicator of the aspect
• "We can think of [seed words] as query terms that someone would use to 

search for segments discussing [the aspect]." (Angelidis & Lapata, 2018)
• Domain-specific
• Indica4ve, but not necessarily highly accurate

• Our method starts with a small set of seed words for each aspect.



How to get seed words?

1. Manually provided by domain expert

2. Automa7cally from small, labeled corpus (Angelidis & Lapata, 2018)



Why seed words?

• Potentially more valuable than aspect annotations for individual 
review segments
• A seed word provides information about potentially many review segments
• The aspect label for a review segment is only useful for that review segment

• (Aspect labels still necessary for validation.)

1. Worth every dollar I paid!
2. My ears paid for my mistake.
3. I couldn't hear anything.
4. Can't believe I paid for this junk.
5. Very good picture quality.
6. …

[price]

"paid"

[price]

∼



How to use seed words?

• Recent approaches:
• (Lund, Cook, Seppi, Boyd-Graber, 

2017; Angelidis & Lapata, 2018)
• Use seed words to initialize topic 

models or embedding models

• Our approach:
• Fit multi-class model to a corpus 

weakly-labeled by seed words
• (How? Why?)

1. Worth every dollar I paid!
2. My ears paid for my mistake.
3. I couldn't hear anything.
4. Can't believe I paid for this junk.
5. Very good picture quality.
6. …

"paid"

[price]

∼
"hear"

[sound]

∼



Weak supervision via seed words

• Each seed word is associated with exactly one aspect
• Treat a review segment as a "bag of seed words"
• NB: Some segments contain no seed words ☹. We label these "no aspect".

• Assign "soA label" ! = !#, … , !& to review segment, where

!' ∝ exp # words in seg. that are seed words for aspect ;

!#, … , !&



Fitting a multi-class model

• So far:
1. Obtain seed words for each aspect
2. Automatically assign "soft labels" ! to all review segments "

• Now fit multi-class model (e.g., logistic model) to these weakly-
labeled review segments (e.g., by minimizing cross entropy objective)

#(%) = (
),+ ∈-

(
./0

1
!. log %. "

Highly reminiscent of co-training (Blum & Mitchell, 1998)!



Overall method

1. Obtain seed words for each aspect
2. Assign "so8 labels" to all review segments
3. Fit mul?-class model to these weakly-labeled review segments

+ Only Step 1 requires human supervision
+ In Step 3, model learns to predict aspects from non-seed words (and 

other possible context features as well)
+ We also propose an itera?ve (E-M type) scheme that refines the "so8 

labels" and then refines the mul?-class model.



Outline

1. Weak supervision via seed words
2. Interpreta5on as co-training
3. Empirical evalua5on on product and restaurant reviews
4. Planned work on hidden bias detec5on



Co-training

• Each data point has two 
somewhat redundant "views"
• E.g., web pages:

View 1 = words appearing on page
View 2 = anchor text attached to 
links that point to the page

• How to leverage redundancy?

(Blum & Mitchell, 1998)
• Assume views !" and !# are 

cond. independent given label $.
• Weak classifier based on !"

gives a useful (noisy) label for a 
classifier based on !#

$

!" !#



A bag-of-words model for review segments

• Assume words in review segment about aspect ! are drawn iid from 
distribu5on "# over a vocabulary
• Some words in vocab are seed words; rest are non-seed words.
• View 1 = "bag of seed words"
• View 2 = "bag of non-seed words"

• Under what condi.ons does our "weak supervision via seed words" 
act as a weak classifier?

$

%& %'Bag of seed words Bag of non-seed words



Seed word u)lity and robustness

• Proposition: A review segment of length ! about aspect "∗ is correctly 
(hard) labeled with probability > 1/2 if

()∗ SW)∗ > max)/)∗ ()∗ SW) + 1 ()∗(SW)) log7
! + log7!

+ Probability condition only scales logarithmically with 7
+ Only depends on mass assigned by ()∗ to all seed words of an aspect;

not on any individual seed word probability
(c.f. implicit "anchor word" assumption in Lund et al, 2017)



Other interpreta+ons

• Distillation / model compression (Bucilua, Caruana, Niculescu-Mizil, 
2006; Ba and Caruana, 2014; Hinton, Vinyals, Dean, 2015; …)
• Teacher: "seed word"-based weak supervision
• Student: multi-class classification model

• E-M algorithm (Dempster, Laird, Rubin, 1977; Seeger, 2000; …)
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12 data sets

• OPOSUM-Bags&Cases
• OPOSUM-Keyboards
• OPOSUM-Boots
• OPOSUM-Bluetooth Headsets
• OPOSUM-TVs
• OPOSUM-Vacuums
• SemEval-Restaurants-English
• SemEval-Restaurants-Spanish
• SemEval-Restaurants-French
• SemEval-Restaurants-Russian
• SemEval-Restaurants-Dutch
• SemEval-Restaurants-Turkish

OPOSUM (product reviews)
9 aspects per domain: quality, looks, price, …

SemEval-2016 (restaurant reviews)
12 aspects per language: ambience, service, food, …



Setup

• Training:
• 1M unlabeled review segments
• 30 seed words per aspect obtained using method of Angelidis & Lapata (2018)

• Evaluation:
• 750 labeled review segments
• Performance metric: micro-averaged F1  [ averaged over 5 runs ]

• Baselines:
• LDA-Anchors (Lund et al, 2017)
• MATE: Multi-Seed Aspect Extractor (Angelidis & Lapata, 2018)

• Multi-class classification models:
• Word2Vec embeddings from (Angelidis & Lapata, 2018; Ruder, Ghaffari, Breslin, 2016)
• BERT embeddings (Devlin, Chang, Lee, Toutanova, 2019)
• Linear model on top of embeddings; train all layers



Results on product reviews
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Results on restaurant reviews
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Iterative co-training (BERT)
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Summary

• Seed words highly useful as weak supervision
• More effective use of seed words than as initialization for topic / embedding 

models
• Co-training framework allows one to leverage state-of-the-art models
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Media bias

• News media o+en comes with hard-to-detect bias
• Examples from AllSides.com:
• Spin
• Unsubstan>ated claims
• Opinion statements presented as fact
• Sensa>onalism/emo>onalism
• …



Example



Poten&al for detec&on via seed words

• Many forms of bias can be detected through language
• AllSides.com: To s%r emo%ons, reports o-en include colored, drama%c, or 

sensa%onal words as a subs%tute for the word “said.”
• E.g., mocked, raged, bragged, fumed, lashed out, incensed, scoffed, 

frustra=on, erupted, rant, boasted, gloated
• Goal: Learn to detect such forms of bias, leveraging other context 

informa=on beyond known keywords

(Ongoing work)
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