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Motivation

We have a complex ML model to perform automatic medical treatment
and recommendation.

Can you explain the model to me?

Why should we trust the decisions made by this ML model?

How can we use the knowledge learned by the model?

The questions may be unclear.

How should be answer this questions?
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Human Brain is Worse

Human brain is more complex and harder to understand.

We say an algorithm is unexplainable, we mean 1 of the 4 problems:

Claim of Confidentiality

Complexity

Unreasonableness

Injustice
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Claim of Confidentiality

Someone understand the algorithm, but you cannot see the code or
know the details. (e.g. trade secrets)

Nothing to do with the algorithm itself.
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Complexity

The algorithm is too complex to understand.
(e.g. Deep Neural Networks with non-linear activation functions)

Thus, we only have obstructed view of “big-picture understanding”.

We can still ask “what-if questions”.
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Unreasonableness

We understand the algorithm and how it makes decision.

But the explanation does not align with our mental model of the
world. (e.g. haircut → not eat meat)
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Injustice

We understand the algorithm and how it makes decision.

But the algorithm’s decision is not consistent with law or ethics.
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From Felten to Lipton

Felten’s four explainability problems:

Claim of Confidentiality

Complexity

Unreasonableness

Injustice
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Setting: Supervised Learning

Given labelled dataset S = {Z1, . . . ,Zn}
Zi = (xi , yi ) ∈ X × Y,∀1 ≤ i ≤ n

Algorithms try to learn a mapping from the feature space X to the
output space Y
We can compute scores to measure the performance of an algorithm A

(e.g. use errn :=
n∑

i=1
1{A(xi )6=yi})
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Objectives of Interpretability Researches

Five objectives of interpretability research:

Trust

Causality

Transferability

Informativeness

Fair and Ethical Decision-Making
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Objectives of Interpretability Researches: Trust

To build a model the users find trustworthy.

Trust can be subjective.

It is unclear what do people mean by saying an algorithm is
trustworthy.
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Objectives of Interpretability Researches: Causality

To build a model that find causal relationships.

Association does not mean causation.

It can be very hard to prove causality.
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Objectives of Interpretability Researches: Informativeness

To extract useful information from the model.

Sometimes the information we extract can be valuable.

e.g. decisions in a decision tree

e.g. sparse conditional linear regression segment
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Objectives of Interpretability Researches:
Fair and Ethical Decision-Making

To build a model that is fair and ethical.

This resonates with Felten’s injustice problem.

e.g. Predictive Policing: female post-secondary education

e.g. MIT researchers tries to learn human moral choice for
driverless-vehicles [4].

“And if it must kill either a homeless person or a person who is not
homeless, it will kill the homeless person.”
“It makes the AI ethical or unethical in the same way that large
numbers of people are ethical or unethical.” - James Grimmelmann,
professor at Cornell Law School
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Objectives of Interpretability Researches: Transferability

To build a model that works well when domain shifts.

e.g. use classifier trained on ImageNet on microorganism
classification.

adversarial examples that have different distribution but imperceptible
to human

Figure: adversarial examples [6] [2]
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Side Discussion: AI Safety [1] [13]

Explainability and Interpretability research is a overlap between AI
capability research and AI safety research.

Adversarial attack and defense research is part of AI Safety research.

More focuses on Reinforcement Learning

Robustness to Distributional Shift (Transferability)
Value alignment problem is one of the hot research area in AI safety
Safe Exploration
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Objectives and Problems

Five objectives by Lipton:

Trust

Causality

Informativeness

Fair and Ethical Decision-Making

Transferability

Four problems by Felten:

Claim of Confidentiality

Complexity

Unreasonableness

Injustice
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Properties of Interpretable Models

Transparencies:

Simulatability

Decomposability

Algorithmic Transparency

Post-hoc Interpretabilities:

Text Explanations

Visualization

Local Explanations

Explanation by Example
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Properties of Interpretable Models: Transparency

How does the model work?

Simulatability

Decomposability

Algorithmic Transparency
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Transparency: Simulatability

Given an input a person can walk through the model within reasonable
time to produce an output.

This has similar meaning as Felten’s “big-picture understanding”.

This is only possible when models are simple and small.

Simple but not small: a deep decision tree

Small but not simple: a neural network with 1 hidden layer

Simple and small model by regularization: Lasso

Simple and small model by condition: conditional sparse linear
regression
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Transparency: Decomposability

Instead of the big-picture, we try to understand the small components of
the model - input, parameter and calculation.

e.g. a node in a deep decision tree

e.g. a feature in a linear regression model

However weights can be influenced by feature selection
(e.g., collinearities in features)

Achieving meaningful decomposition by forcing the algorithm learn
monotonic functions [7]
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Transparency: Algorithmic Transparency

We understand the learning algorithm enough that we can theoretically
bound the error rate or proof convergence.

What we have learned so far have algorithmic transparency.

Neural networks and deep learning models in general fail in this
regard. [page 35]
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Properties of Interpretable Models:
Post-hoc Interpretability

What else can the model tell us?

Brain is a worse black-box. This is how we interpret human brain.
Rescue to understand deep learning.

Text Explanations
e.g. use duo models - 1 making decision and 1 explain

Visualization

Local Explanations

Explanation by Example
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Post-hoc Interpretability: Visualization

We try to qualitatively understand the model using visualizations.

e.g. visualization of CNN features [11]
(https://distill.pub/2017/feature-visualization/)

e.g. finding structures in datapoints or embeddings using t-SNE [15]
(https://distill.pub/2016/misread-tsne/)
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Post-hoc Interpretability: Local Explanations

If we do not have decomposability, can we render some intuition into local
dependences?

(a) Saliency map on Q-network playing
Atari games [14]

(b) Random cell weight/excitement in
CharRNN [8]
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Post-hoc Interpretability: Explanation by Example

We can use examples in similar situations to explain a decision made by
the model.

Figure: use examples to explain relationships in the word2vec model [10]
e.g. Paris - France + Italy = Rome
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Remarks on Properties of Interpretable Models

Post-hoc Interpretability approaches can overlap

e.g. CharRNN visualization of cell excitment

e.g. Image captioning

Felten’s “what-if question”: The model do not have simulatability
property. How can we answer the what-if question?

1 We can use decomposability on input.

However, this may not be meaningful depend on the input feature.

2 We can use post-hoc interpretability approaches.
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Key take away

1 Linear model may not be easy to interpret.

2 Deep learning models can be interpretable
- use post-hoc interpretability approaches.

3 Be clear about
1) what problems you are trying to solve and
2) what approaches you are using

when you are talking about interpretability of a model.
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Further Discussion:
Algorithmic Transparency of Deep Learning Models

Two main difficulties in achieving generalization in Deep Learning Models:
1 High VC dimension of Deep Learning Models (≥ # of parameters):

Neural Network with ReLU: Ω(WL log(W/L)
C ) where W ≥ CL ≥ C 2. [3]

No enough data to achieve meaningful error bound.

2 No theoretical proof of convergence.
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