
Theorem 1. Let Y1, . . . , Ym be m independent random variables that take on values in [0, 1],
where E[Yi] = pi, and

∑m
i=1 pi = P . For any γ ∈ (0, 1] we have

(additive bound) Pr
[
m∑
i=1

Yi > P + γm

]
, Pr

[
m∑
i=1

Yi < P − γm
]
≤ exp(−2γ2m) (1)

(multiplicative bound) Pr
[
m∑
i=1

Yi > (1 + γ)P
]
< exp(−γ2P/3) (2)

and

(multiplicative bound) Pr
[
m∑
i=1

Yi < (1− γ)P
]
< exp(−γ2P/2). (3)

The bound in Equation (2) is derived from the following more general bound, which holds from
any γ > 0:

Pr
[
m∑
i=1

Yi > (1 + γ)P
]
≤
(

eγ

(1 + γ)1+γ

)P
, (4)

and which also implies that for any B > 2eP ,

Pr
[
m∑
i=1

Yi > B

]
≤ 2−B . (5)

Remark. Additive bound is better when p
def= P

m = Ω(1):

p Multiplicative (Chernoff) Additive (Hoeffding)

< 1
6

√

' 1
6

√ √

> 1
6

√

The following extension of the multiplicative bound is useful when we only have upper and/or
lower bounds on P

Corollary 2. In the setting of Theorem 1 suppose that PL ≤ P ≤ PH . Then for any γ ∈ (0, 1],
we have

Pr
[
m∑
i=1

Yi > (1 + γ)PH

]
< exp(−γ2PH/3) (6)

Pr
[
m∑
i=1

Yi < (1− γ)PL

]
< exp(−γ2PL/2) (7)

We will also use the following corollary of Theorem 1:
Corollary 3. Let 0 ≤ w1, . . . , wm ∈ R be such that wi ≤ κ for all i ∈ [m] where κ ∈ (0, 1].
Let X1, . . . , Xm be i.i.d. Bernoulli random variables with Pr[Xi = 1] = 1/2 for all i, and let
X =

∑m
i=1wiXi and W =

∑m
i=1wi. For any γ ∈ (0, 1],

Pr
[
X > (1 + γ)W2

]
< exp

(
−γ2W

6κ

)
and Pr

[
X < (1− γ)W2

]
< exp

(
−γ2W

4κ

)
,

and for any B > e ·W ,
Pr[X > B] < 2−B/κ .
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