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ABSTRACT
Every day we are surrounded by spoken dialog. This medium deliv-
ers rich diverse streams of information auditorily; however, system-
atically understanding dialog can often be non-trivial. Despite the
pervasiveness of spoken dialog, automated speech understanding
and quality information extraction remains markedly poor, espe-
cially when compared to written prose. Furthermore, compared
to understanding text, auditory communication poses many ad-
ditional challenges such as speaker disfluencies, informal prose
styles, and lack of structure. These concerns all demonstrate the
need for a distinctly speech tailored interactive system to help users
understand and navigate the spoken language domain. While indi-
vidual automatic speech recognition (ASR) and text summarization
methods already exist, they are imperfect technologies; neither
consider user purpose and intent nor address spoken language in-
duced complications. Consequently, we design a two stage ASR
and text summarization pipeline and propose a set of semantic
segmentation and merging algorithms to resolve these speech mod-
eling challenges. Our system enables users to easily browse and
navigate content as well as recover from errors in these underlying
technologies. Finally, we present an evaluation of the system which
highlights user preference for hierarchical summarization as a tool
to quickly skim audio and identify content of interest to the user.
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1 INTRODUCTION
Spoken dialog is a rich source of information; many media plat-
forms frequently host discussions on important topics ranging from
healthcare and diversity to economics and politics. Unfortunately
compared to text, spoken dialog can be challenging to consume
as it is slower than reading and difficult to skim or navigate. Al-
though people may be interested in a given topic, they may be
unwilling to commit the required time necessary to consume long
form auditory media given uncertainty as to whether such content
will live up to their expectations. There exists a clear need to pro-
vide access to the information spoken dialog provides in a manner
through which individuals can quickly and intuitively access areas
of interest without investing large amounts of time.

An ideal solution would be to automatically summarize the con-
tent and distill it to its most interesting points, but this is prob-
lematic for three reasons. First, despite many advances in machine
learning, Automatic Speech Recognition (ASR) and summarization
are not yet mature enough to accomplish this. Second, there is a
question as to whether the ASR transcripts and summaries can
be trusted to be accurate, especially in the presence of informal
language, minimal structure, and speech disfluencies. Third, what
each user wants from a summary will differ based on their previous
knowledge and expertise on the subject matter – summaries are not
one-size-fits all. This makes it difficult to provide training data for
summaries that would be acceptable to a wide range of users, even
if machine learning algorithms were perfectly accurate. We want
to explore solutions that can leverage the strengths of machine
learning, while overcoming many of its weaknesses.

We present a system that produces hierarchical summaries of
spoken dialog that allow a user to browse and navigate the content
to find things that are interesting to them. Hierarchical summariza-
tion allows users to first see a high level summary of the content
and then drill into progressively longer and more detailed sum-
maries - or listen to the raw audio itself. This approach addresses
two key issues:

(1) It allows users to be in control of what information they
read at a high level and what information they consume in
greater detail.

https://doi.org/10.1145/3472749.3474771
https://doi.org/10.1145/3472749.3474771
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(2) When machine learning (ML) models makes mistakes in ASR
and summarization, users can quickly recover the ground
truth.

Although the typical approach to creating automated summa-
rization systems requires training data that is di�cult to obtain,
our approach allows us to employ previously trained ML models
recursively to generate shorter and shorter summaries. However,
reusing models that were trained on di�erent data requires careful
model selection as well as novel algorithms to semantically segment
the input text and thus output coherent summaries.

This paper makes the following contributions:

(1) An end-to-end system that automatically generates hierar-
chical summaries of longform spoken dialog.

(2) A novel semantic segmentation algorithm that allows the
reuse of existing machine summarization models rather than
training a new one.

(3) A user study demonstrating:
(a) the system is 72% accurate in producing condensedShort

Summaries.
(b) system hierarchical features enable users to recover their

understanding of 98% of summaries despite ASR and ML
summarization model errors.

(c) the average time that users spent to reach an understand-
ing of an audio recording was 27% of the original audio
length.

(4) Qualitative �ndings about how people useShort Summaries
as navigational tools to help them "skim" audio and �nd the
content most interesting to them.

2 RELATED WORK
We discuss the four primary areas in natural language that our work
builds upon. Speci�cally, we leverage several of the techniques used
in both the user studies and the summarization works to create our
system.

2.1 Using NLP to Generate Multimodal
Interactions

Researchers have developed models and systems to easily navigate
through videos and movies by navigating to the video clip and
allowing users to interpret content [Barnes et al. 2010; Goldman
et al. 2006; Jackson et al. 2013]. However, these videos require users
to search visual information in a video they may know little about
and is inapplicable to pure audio �les. To solve these issues, some
researchers have employed summarizing key content in text as a
means of helping users easily digest long-form content [Pavel et al.
2014], [Pavel et al. 2015]. More recent work has adapted the use
of hierarchical information to provide users with multiple levels
of summarization and information [Truong et al. 2021]. We build
atop these systems targeting multi-party audio transcripts which
pose novel challenges because these transcripts necessitate proper
semantic segmentation to preserve meaning across speakers while
simultaneously leveraging the usefulness of hierarchical informa-
tion.

Still other work utilizes NLP to generate multimodal interactions
such as images for video editing or even adding visuals to exist-
ing audio �les [Xia 2020; Xia et al. 2020]. However, they rely on

human-created transcripts, hurting the ability for the system to
scale without automatic processes. Furthermore, visual represen-
tations only represent higher level abstract topics not the summa-
rizations needed to represent the speaker.

2.2 Summarization of Multi-Party Audio
Creating meaningful summarizations from multi-party audio has
been a di�cult problem for researchers, often requiring hierarchi-
cal transformers and speaker segmentations to e�ectively retain
information. Many of these papers, however, require full end-to-
end training on transformers and even custom datasets [Karlbom
and Clifton 2020; Li et al. 2019; Vartakavi and Garg 2020; Zheng
et al. 2020; Zhu et al. 2020]. Still others also employ graph-based
summarization and coreferences to better summarize discourse [Xu
et al. 2019]. Meanwhile, current unsupervised abstractive summa-
rizations do not utilize deep learning summarization modules and
require the use of word graphs and ranking algorithms [Shang et al.
2018]. These works focus on learning end-to-end summarization
which is not practical across multiple domains. Instead, we focus
on utilizing these summarization systems as part of a larger unsu-
pervised abstractive system to generalize and reduce the overhead
needed to deploy and scale such a solution.

2.3 Automatic Speech Recognition and
Abstractive Summarization

Automatic Speech Recognition systems (ASR) are used to transcribe
audio (word recognition) into a source language transcript and have
recently made relatively signi�cant strides in terms of practical
performance. Additionally, state of the art ASR [Google 2021] is
no longer constrained by vocabulary and remains relatively robust,
encouragingly extending word recognition to topical domains and
noisy audio.

Text summarization techniques can be classi�ed into two cate-
gories: abstractive and extractive. Abstractive summarization gen-
erates a new unique summary of text given a context whereas
the extractive summarization �quotes� and concatenates relevant
portions to compose into a summary. Because of spoken language
noise e�ects in ASR transcripts, extracting transcript segments ver-
batim often leads to poor summaries. Therefore, we opt for the
current state of the art abstractive summarization model, PEGASUS
[Zhang et al. 2019], which is able to achieve much higher human-
quality summaries. This is achieved by innovatively changing the
pre-training process from standard word level masked language
modeling, where models learn language conventions and syntax
by predicting individually removed words within sentences, to sen-
tence level masked language modeling, where entire sentences are
removed and then recovered. This training process gives PEGASUS
a high level of document understanding and helps to distill impor-
tant information. Though promising, like most language models,
it is important to note that PEGASUS is tailored towards speci�c
benchmark datasets such as news or social media and that perfor-
mance does not translate across di�erent data domains, especially
when applied to speech speci�c noise and dis�uencies.
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2.4 Recursive and Hierarchical Summarization
Summarization of long complex material into recursively shorter
and more tractable artifacts has been previously explored and found
to provide an e�ective avenue for gaining useful comprehension of
content [Zhang et al. 2017]. Notably, this work showcased an in-
terface displaying multiple summaries with varying levels of detail
resulting in users having superior substantive recall and enabling
non-linear exploration of the source material. However, this prior
work employed crowd-sourced techniques to generate summaries
and targeted solely threaded discussions typically found in forums.
We build o� these �ndings by developing a novel system employ-
ing automatic summarization and speech recognition techniques to
spoken dialogue in order to generate a similar hierarchical explo-
ration of content without requiring human-in-the-loop summary
generation.

The utility of hierarchical summarization has also been shown
for multimodel instructional videos that use audio and video to
demonstrate each instructional step [Truong et al. 2021]. By using
computer vision, ASR, and domain-speci�c heuristics they auto-
matically group �ne-level actions into coarse-level events (with
summary text) that users can navigate at their own pace. We build
on these ideas by using machine summarization to provide multi-
ple levels of summarization detail and allow users not only better
navigation but also time savings in consuming media.

3 FORMATIVE STUDY
There has been much progress on machine learning models for
natural language processing, including ASR and summarization. If
possible, we want to use existing pretrained models as a component
of our system to avoid the costly process of collecting longform
summarized speech training data, as none exist or are readily avail-
able. This is particularly di�cult for summarization because every
user may want a slightly di�erent summary. Moreover, there are
two key problems:

(1) ASR and summarization models are far from perfect and
have inherent pre-existing challenges.

(2) Summarization models are almost always trained on text
rather than speech data. If a text trained summarization
model is deployed on speech data, there would be a data
domain mismatch, leading to considerably degraded model
performance.

Compared to text, speech is far less structured - there are no topic
sentences to rely on, speakers can stop mid sentence and backtrack
their thought or never complete it, and coherency is challenging
when multiple speakers are making di�erent points simultaneously.
Additionally, speech contains informal language and dis�uencies
such as hesitation and vocal �llers. These reasons heavily indicate
that existing text-trained summarization models will perform very
poorly on speech dialog.

To evaluate the practical performance of existing ASR and sum-
marization models and determine which models to use as the basis
of our system, we investigate the following criteria:

(1) Coherency, are the �nal output summaries coherent? If this
constraint is not met, the model is not usable. Aside from
re-training and adapting a model towards speech data, we
have no tractable strategies for compelling model coherence.

(2) Information retention, because output summaries are shorter
and lossy, we check if they still retain salient information
from the original passage. If a shortened summary does not
contain useful or relevant information, it has no value.

In the formative study, we identi�ed three models that had vari-
ous summarization properties and tested each model's reusability.
Each model was applied to seven di�erent recordings and an au-
tomatic evaluation score was computed to determine the quality
of the summarization. To further substantiate each model's sum-
marization, we check each model's performance with qualitative
analysis.

3.1 Evaluation Data
We evaluate seven recordings of longform spoken dialog that span
di�erent topics, domains, and speech styles (Table 1). The aver-
age length of the recordings is32”5 minutes and the average word
count output from ASR is5622. Of these seven recordings, four are
edited interviews from the NPR podcast "How I Built This", and
3 are unedited recordings from live events. Two are Bloomberg
interviews regarding �nance and one is a conversation about "How
to foster true diversity and inclusion at work (and in your com-
munity)." These recordings were selected based on being content
rich and of reasonable length. Information rich dialogue serves as a
useful medium for this experiment by providing a su�cient density
of information to showcase summarization. Additionally, choosing
sources from the same producer reduces variance and provides a
consistent structure for experiments. Finally, our experiment in-
cluded both edited and unedited recordings of dialog to expose our
system to both more coherent and structured conversations as well
as free form dialogue.

3.2 Automatic Speech Recognition Model
For word recognition, we use a state of the art ASR model, pub-
licly available with the Google Speech-to-Text API. This system
is already robust to a variety of domains and speech noise, while
providing features such as diarization (speaker detection) and punc-
tuation prediction. While we suspect the ASR component will not
be a large contributing factor to poor summarization, we conduct
a brief investigation on word recognition errors (word errors, i.e.
homonyms such asweather compared towhether) as they could
non-trivially impact downstream summarization performance.

3.3 Summarization Models
For summarization, we investigate the current abstractive state of
the art language model PEGASUS. While PEGASUS is noticeably
improved over other summarization methods in terms of produc-
ing human level quality summaries, it requires �ne-tuning onto
domain speci�c summarization data. It is also important to note
that a pre-trained only instance of PEGASUS is not normally used
without modi�cation; the pre-training procedure is di�erent from
summarizing and the authors focus solely on �ne-tuned down-
stream summarization datasets. Appropriately, we select �ne-tuned
instances fromhuggingface.co [Wolf et al. 2019] that generate
complete and grammatically correct passages (i.e. not a few key-
words) and are still in considerably general domains (i.e. not a



UIST '21, October 10�14, 2021, Virtual Event, USA Daniel Li, Thomas Chen, Albert Tung, and Lydia B. Chilton

Table 1: Dataset metadata used in formative study and �nal evaluation

Transcript Name Length Word Count Source Edited?

NPR: M. Night Shyamalan 48 minutes 9184 words How I Built This podcast Yes
NPR: Chipotle 48 minutes 7847 words How I Built This podcast Yes
NPR: Health 29 minutes 5102 words How I Built This podcast Yes
NPR: Teach for America 22 minutes 3909 words How I Built This podcast Yes
Diversity and Inclusion 23 minutes 4201 words Recorded Ted Talk Interview No
Bill Ackman on Economy 29 minutes 5140 word Recorded Bloomberg TV Interview No
Ray Dalio on Economy 29 minutes 3971 words Recorded Bloomberg TV Interview No

Table 2: Model nomenclature where M8 indicates Model 8,
training data descriptions, and model maximum input and
typical output sizes.

Model Domain / Fine-Tune Data Max Words Output Size

M1 XSUM News / BBC News 64 words 1 sentence
M2 News / CNN, DailyMail 128 words 3-5 sentences
M3 Paraphrase / Quora, PAWS 60 words 1 sentence

medical �eld model instance) to assess PEGASUS coherence and
information retention. Model details are given in Table 2.

We begin by processing audio �les to obtain raw ASR transcripts.
However, because of the nature of longform dialog, the number of
words per transcript greatly exceeds the maximum input length
that M1, M2, M3can accept. Transcripts must be processed and split
into manageable lengths. We naively segment the transcript in �xed
60word length segments set toM3's maximum input length1. For
example, if an input transcript segment had a total of154words, it
would be broken into a list of 3 individual segments, each containing
»60•60•34¼words. To maintain evaluation consistency across all
models, any evaluation involving naive �xed segmentation is set
to 60words. These are then summarized byM1, M2, andM3, which
are set to output summaries containing at most half of the original
passage's words.

3.4 Heuristic Score
We evaluate a summarization model's coherency and information
retention using a heuristic score consisting of state of the art au-
tomated metrics in natural language processing. For coherence
evaluation, we use aBERTScore[Zhang et al. 2020] between a ref-
erence ASR segment and a model generated summary (candidate
input). This method correlates well with human evaluation and uses
word level contextualized embeddings to capture dependencies and
word ordering. For retained information, we use the cosine similar-
ity betweenSentence Transformer[Reimers and Gurevych 2019]
embeddings of a reference ASR segment and a model generated
output summary. A higher cosine similarity between the reference
ASR segment and output summary suggests the summary captures
the reference ASR segment's semantic content. The �nal heuristic

1We also experimented with increasing the input size to128for M2, but still observed
poor results (in fact, noise artifacts and incorrect model behaviors were more exagger-
ated than using60word length segments)

is the simple average of the two and has a range of»� 1•1¼. In prac-
tice, cosine distance based metrics used to determine similarities
between word embeddings are positive, with a general range of
0 � 0”5 for a weak correlation,0”5 � 0”8 for a moderate correlation,
0”8 � 1 for a strong correlation, and1 for a perfect correlation [Jat-
nika et al. 2019]. As a sanity check, we observe a correlation of
1”0 when we set the reference and candidate text inputs to be the
same. Intuitively, asM1, M2, andM3outputs are still summaries, they
will contain at least some semantic similarity to the reference ASR
segment; therefore we expect to observe a somewhat moderate
correlation (0”5 � 0”6) with our heuristic. After determining which
model can be feasibly re-purposed, we use the heuristic score again
to evaluate our method's impact towards improving summarization
(Section 4.2.1). A more exhaustive discussion on heuristic score mo-
tivations, details, and limitations is given in the appendix, section
B.

3.5 Formative Study Findings
We discuss Table 3 throughout this section. It contains an example
of the ASR transcript segment of one speaker in the "Diversity and
Inclusion" recording and the corresponding summaries generated
by the three models. Text is color coded to indicate shared regions
between the ASR transcript and the summary.

3.5.1 Google Speech-to-Text Automatic Speech Recognition �ality.
We quickly and quantitatively evaluate the word error rate (WER)
of the ASR system. Because Table 1 only consists of audio data
and perfect transcripts (human transcribed) are non-existent, we
benchmark ASR performance on a random subset of Ted Talks as
they are somewhat similar in terms of speech and data structure
to Table 1 and thus would likely be indicative of ASR performance.
We �nd an average WER of10%2, slightly above the reported6”7%
WER [Kim et al. 2019], and far below a usability constraint of30%
[Gaur et al. 2016].

As seen in the provided ASR Transcript example in Table 3, the
ASR Speech-to-Text makes very few errors. However, rare words,
unfamiliar phrases, or new words not yet encountered still degrade
performance. For example, in the NPR: Chipotle dialog,"mise-en-
place"was mistakenly transcribed as"knees in place". In the "Di-
versity and Inclusion" dialog,"rectangle. Opening"was mistakenly
transcribed from"reckoning". Additionally, performance can �uctu-
ate due to a variety of noising factors such as speech dis�uencies,

2This number should be treated as an upper bound as the human transcribed transcripts
contain artifacts such as"(Applause)" or "(Laughter)" .
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Table 3: Example summary generations on the "Diversity and Inclusion" dialog showing an instance of the ASR transcript
for one speaker turn and errors frequently made by the three summarization models. Text is color coded to indicate shared
regions between the input and output.

ASR Transcript Segment Summary Description

opportunity is inclusion because you
know, I have heard this stories so many
times about there's you know, no Black
Talent out there. No Latin next talent for
these particular roles. The talent is out
there. I will tell you that is
underdeveloped because I think we have
spent more time trying to reach numbers.
Then we have changing our[ 60 words]

M1: In our series of letters from African-American
journalists, journalist and columnist Richard Law-
sonlooks at the importance of inclusion in the
workplace.

Hallucinations , M1 produces
words and concepts (italicized red)
in the summary are not present in
the given input.

M2: opportunity is inclusion because you know
i have heard the stories so many times about
theres no black talent out there no latin next
talent. i think we have spent more time trying to

Speech noise sensitivity , M2loses
abstractive summarization ability
and outputs unimportant sections.

M3: I think we have spent more time trying to
reach numbers than we should because there is
no black or latin talent out there.

Semantic Inaccuracy, M3 com-
bines two di�erent sentences into
a semantically incorrect output.

foreign accents, and audio recording quality. Although ASR makes
few errors, they will propagate to downstream tasks and create
challenges for generating a practical audio summarization system.

Table 4: Automatic evaluation heuristic scores for various
segmentation strategies.

Model Name Segmentation Strategy Heuristic Score

M1 Naive Fixed Length 0”61
M2 Naive Fixed Length 0”70
M3 Naive Fixed Length 0”68

3.5.2 Summarization Model �antitative Analysis.Table 4 gives
the automatic evaluation heuristic scores forM1, M2, andM3ranging
from 0”61� 0”70. Despite generating summaries on out of domain
speech data, we can conclude that all the baseline language models
can still reasonably function and retain a moderate amount of
information with a summary containing at most half the words as
the input ASR segment. Nonetheless, the the tight spread of the
heuristic score range indicates a moderate correlation and merits
further investigation into the re-usability ofM1, M2, andM3to fully
understand model behaviors. While the heuristic score is telling, it
is not a replacement for human level evaluation; it provides only
a limited perspective into performance that is subject to intrinsic
methodology constraints enumerated in Appendix B.2. To get a
sense of what types of errors the automatic summarization models
are making and whether they could potentially be addressed, we
studied various segments by hand.

3.5.3 Summarization Model �alitative Analysis.This style of eval-
uation was not formal; the errors were pronounced, ubiquitous,
and immediately apparent. Such poor performance severely im-
peded practical usability and therefore did not necessitate a formal
evaluation. Unfortunately, we observe that all three summarization
models make frequent and substantial errors; however,M3stood
out as containing problems that were addressable.

M1produced summaries that contain frequent hallucinations
[Maynez et al. 2020] � phrases or entities that appear to be semi-
relevant but are not actually present in the underlying text. This
can be attributed to its news based training data.

For example, in Table 3M1'ssummary contains the text �African-
American journalists� and �Richard Lawson.� Neither of these enti-
ties are mentioned in the input (or entire audio �le). However, these
entities are inM1's training data. This is a typical problem seen in
language models when deployed on new data that is not encoun-
tered in training. Only recently, an attempt at �xing hallucinations
has resulted in improved ROUGE precision and increased human
preference [Zhao et al. 2020], but still requires additional dataset
generation. These errors are in almost every summary produced by
M1. Thus, �xing M1's hallucinations would be nontrivial and require
a new training dataset.

M2does not contain hallucinations but unfortunately it intro-
duces many grammatical errors and performs especially poorly
with regards to �uency: sentences trail o� without �nishing and
summaries consist of concatenated phrases that may be individu-
ally sensible but holistically incomprehensible. Moreover, it fails
to produce an abstractive summary and defaults to an extractive
behavior; it mostly picked sections of the input rather than sum-
marizing the entire input. This is likely becauseM2is trained to
produce longer summaries thanM1, and thus it is not forced to pro-
duce abstractive summaries. Reiterating Section 2.4, it is essential
for a speech summarization model to be abstractive. These errors
are frequently in summaries produced byM2.

M3has more �uent text with no hallucinations. However, it makes
an egregious error of misrepresenting the content. The transcript
clearly states that `̀The [Black and Latin] talent is out there,�but the
summary introduces a negation to say that the talent is not there.
The root of this problem is thatM3coerces two di�erent segments
into a semantically incorrect summary. These errors occur when
multiple non-sequitur or di�erent topics are provided as a single
input. Because abstractive summarization generates words that
are not necessarily present in the source input text, they require
a high degree of content understanding of the underlying seman-
tic information in the passage [Gliwa et al. 2019] to successfully
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generate a semantically faithful summary; a poorly segmented in-
put containing multiple di�erent concepts would be exceedingly
detrimental towards a model's semantic comprehension. Thus,M3's
resulting coherent and abstract summaries (albeit with contextual
misrepresentation errors) signal that:

(1) A successful semantically accurate segmentation that can
group similar topics and ideas together, while splitting dis-
similar sentences into a separate chunk can improve a model's
semantic comprehension, and transitively improve summary
generation accuracy.

(2) The summary context's input accuracy issue is now reframed
as a processing challenge that does not require changes to
the model's architecture, re-training, or additional annotated
training data.

(3) M3is able to maintain its abstractive nature, which is essential
to summarizing dialog due to speech dis�uencies and other
noise artifacts.

3.5.4 Formative Study Key Takeaways.Based on this exploration of
the three models, we hypothesize thatM3is the best one to build on
top of and reduces the challenge of practical dialog summarization
to a tractable problem.M1andM2errors are exceedingly di�cult to
correct without signi�cant amounts of specialized speech training
data.M2's marginally higher score overM3is immaterial givenM2's
dis�uency and incoherence3. Although incoherent topic grouping is
rarely the case in written language where ideas are well-formed and
presented in a manner that is optimized for ease of understanding, it
is usually the norm in spoken language where topics shift over time
as speakers react to the last thing that was said. Concretely, if we can
segment transcripts into semantically cohesive segments, creating
easier inputs and facilitating improved summarization performance,
M3may be an e�ective summarization tool. When errors do remain,
there is the fallback of the user using the hierarchical browsing
features to investigate surprising or suspicious claims to see if the
summary is consistent with the text.

4 SYSTEM
We present a system that produces hierarchical summaries of spo-
ken dialog that allow the user to browse and navigate the content to
�nd things that are interesting to them. Hierarchical summarizing
allows users to �rst see a high level summary of the content and to
then drill into progressively longer and more detailed summaries -
or listen to the raw audio itself.

As shown by our formative study, pre-existing technology per-
formance drastically su�ers when applied to speech and is still con-
siderably below the requirement for practical usage. Therefore, in
addition to the borrowed pre-existing ASR system (Google Speech-
to-Text API) and language summarization model (M3, paraphrasing
adapted PEGASUS), we develop a method to identify semantically
related segments of text that can be input into the summarization
model, then merged back together to maximize coherent summaries.
This process can be done recursively to get increasingly shorter
and more abstractive summaries.

3Refer to Appendix B.2 for an explanation to whyM3still achieves a comparable score
to the other models.

The core technical novelty and contributions within our speech
summarization framework are as follows:

(1) A novel segmentation algorithm that creates semantically
similar input blocks from an input ASR segment in order to
maintain conceptual cohesiveness

(2) A semantic hierarchical clustering algorithm that joins con-
ceptually similar ideas for logical subsequent (recurrent)
abstract summarization

The inclusion of these procedures to the two-stage framework
enables not only grammatical and semantic cohesiveness but also
facilitates various levels of summarization detail:

(1) Long Summary: Cleaned ASR Transcript. At this stage, a
transcript's dis�uencies and noises are cleaned and presented
according to conversational order or speaker turns.

(2) Medium Summary: Moderately Detailed Summarization. Sim-
ilar Long Summariesare merged and further paraphrased,
providing key concepts along with essential details.

(3) Short Summary: High level Summarization. SimilarMedium
Summariesare further merged to provide the transcript's
salient ideas in more concise language.

4.1 Interface
The interface (Figure 1) consists of three main sections:high level
summarycolumn on the left, thesegment data viewin the middle
and thetimeline of segmentsat the top of the interface. Users explore
the content by �rst browsing theShort Summarycolumn to get a
high level overview of the content.

Users may click aShort Summaryto see summaries of di�er-
ent length and additional levels of abstraction (Medium and Long
Summaries) as well as the ASR transcript, or elect to listen to the
corresponding audio. Yellow highlighting shows a key phrase in
the short summary and it's corresponding phrase in the other sum-
maries and the ASR transcript to help orient readers as they move
from reading the short summary to the other summaries of the
same underlying text. The timeline of segments shows how all the
summaries are aligned. The user can see someShort Summaries
that cover longer portions of the original transcript than others.
Clicking on the timeline will take the user to the summaries of that
section.

The interface was designed with two goals in mind:

4.1.1 Design Goal 1: Enable users to quickly identify useful informa-
tion to them.Presenting high level summaries to the reader allows
them to quickly grasp a general idea of what is being said. However,
simply readingShort Summariesmay not entirely satisfy the reader.
By nature of being summaries, they may omit details that may be
of interest. Additionally, the automatic summarization algorithms
are imperfect and sometimes present summaries that are more
vague than a user would prefer. However, the purpose of theShort
Summariesare not necessarily to fully summarize, but to allow the
user enough information scent [Pirolli 2007] to decide if they want
more detail. If they want more detail, they can use the hierarchy
of summaries to readMediumor Long Summaries, read the ASR
transcript, or listen to the underlying audio.
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