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ABSTRACT 
Communicating risk to the public in the lead-up to and during se-
vere weather events has the potential to reduce the impacts of these 
events on lives and property. Globally, these events are anticipated 
to increase due to climate change, rendering efective risk com-
munication an integral component of climate adaptation policies. 
Research in risk communications literature has developed substan-
tial knowledge and best practices for the design of risk messaging. 
This study considers the potential for quantifying the compliance of 
severe weather risk messages with these best practices, individually 
and at scale, and developing tools to improve risk communication 
messaging. The current work makes two contributions. First, we 
develop a string-matching approach to evaluate whether messaging 
complies with best practices and suggest areas for improvement. 
Second, we conduct an interview study with risk communication 
professionals to inform the design space of authoring tools and 
other technologies to support severe weather risk communicators. 
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1 INTRODUCTION 
Weather risk communication is an interdisciplinary feld of research 
and practice that concerns the communication of accurate and ac-
tionable information during weather-related hazards that facilitates 
efective disaster response [96, 112]. Weather risk messages may 
be issued before, during, and after such events occur and may thus 
span both the short- and long-term. Short-term messaging con-
cerns the communication of immediate threats while long-term 
messaging is intended to encourage preparation and planning in 
advance. Regardless of the time frame, both are integral to disaster 
response because of their ability motivate the public to take protec-
tive actions [17]. Indeed, efective risk messaging is characterized 
by the ability to cause a cognitive shift in the audience that may 
result in life-saving behavioural changes [59, 71, 79]. To achieve 
this, prior work has found that risk messages must contain certain 
thematic and stylistic elements which determine which actions the 
audience takes and their confdence to take them [117]. However, 
the creation of efective risk messaging remains a challenging task 
as risk communication professionals must often contend with vary-
ing degrees of certainty and competing priorities in a high-stress 
situation [58, 84]. Such challenges may result in hazard-related gaps 
in the fow of information and risk perception in the population, 
which may beneft from technological and digital innovation [46]. 

The evaluation of risk communication at scale and the develop-
ment of writing support tools for risk communication professionals 
ofers opportunities for HCI and crisis informatics researchers to 
contribute to risk communication and practice. To date, research 
in these disciplines has largely focused on the exchange of risk 
information between the public and ofcial agencies [72, 122, 130], 
or online risk communication during public health emergencies 
[52, 53, 96]. The development of quantitative approaches to risk 
communication remains a nascent area of research. Meanwhile, 
much of the literature that has looked to develop writing support 
tools in non-fction settings has focused on sentence completion 
[21] and prediction in online communication [21, 63]. Recent work 
in idea generation [49, 93] ofers particular insights into the devel-
opment of a writing support tool for risk communication profes-
sionals as the inclusion of particular ideas or themes is integral to 
preventing losses. 

To develop an approach to evaluate the degree to which alert mes-
sages issued by Environment and Climate Change Canada (ECCC) 
comply with best practices, and to understand the design space for 
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an authoring support tool for risk communication professionals, 
this paper undertook two related studies. First, we used string-
matching [20, 110], a methodology that has been used in felds 
such as computational biology [6, 22, 119] and text retrieval [4, 62], 
to semi-automatically evaluate structured risk communication at 
scale. Canada was chosen as the subject of the analysis as it is 
currently warming at twice the global rate and is expected to expe-
rience signifcant losses, damages, and disruptions due to climate 
change over the next 20-years [86]. Thematic analysis – a method-
ology employed in much of the HCI literature to analyze qualitative 
data [25] – acts as a starting prompt for much of this work. We 
initially used this methodology to inductively and deductively iden-
tify key themes in a subsample of risk messages issued by ECCC. 
To evaluate the entire corpus, we calculated the readability score 
of the messages and used our string-matching algorithm to semi-
automatically label the entire sample. In doing so, we are able to 
overcome the small sample sizes that often characterize data in this 
literature and evaluate the corpus’ compliance with best practices 
in risk communication. 

Second, we conducted semi-structured interviews with 10 emer-
gency managers (EMs) and risk communication professionals from 
the study region. Using the results of the frst study, we presented 
participants with a potential writing support tool which identifed 
omitted themes, and four variations of a risk message to explore 
possible features of this technology. Participants confrmed the 
importance of the themes identifed through our string-matching 
method, and noted the potential utility of a writing support tool 
for both experienced and inexperienced risk communicators. In 
addition to noting practical considerations regarding the design 
and adoption of emerging technologies in this domain, participants 
also highlighted the potential for participatory approaches to the 
design of risk communications. This research thus informs HCI 
research into risk communications policy and strategy, and con-
tributes design guidance towards the creation of technologies to 
improve severe weather risk communication. 

2 RELATED WORK 

2.1 HCI and Crisis-Informatics 
Risk communication has been a growing subject of interest to both 
HCI and crisis informatics researchers. Much of the work in the 
latter discipline has examined the exchange of risk information 
between authoritative bodies and the public to understand the 
role of ICTs in aiding contextual awareness between these groups 
[72, 122, 130]. For example, Bica et al. [13] examine the difusion, 
prevalence, and public reception of hurricane risk images from 
the 2017 Atlantic hurricane season shared by authorities on social 
media. Recent work in this feld has similarly turned its attention to 
informal risk communication, including how volunteer technology 
communities organize to support such messaging [107, 115]. Early 
work at the intersection of HCI and crisis informatics has similarly 
examined how emergency managers and volunteers curate and 
manipulate social media at various stages of a disaster [26, 116], 
and how digital humanitarians construct real-time narratives dur-
ing crises [85]. Researchers in this domain have paid particular 
attention to how the public uses social media to communicate and 

understand localized risk [89], and to spread, curate, and seek infor-
mation in response to disasters [69, 88, 98, 108] and public health 
emergencies [52, 53, 96]. Many authors have noted that social media 
allows for more nuanced crisis communication, with an emphasis 
on collective sensemaking [64, 67, 68, 114], collective action to un-
derstand crises [64], and two-way dialogue between the public and 
ofcial sources [57, 69]. Severe weather risk communication specif-
ically has been the focus of recent design-related HCI scholarship. 
Researchers have outlined a series of design opportunities for HCI 
practitioners to support digital risk communication and used the 
public’s behavior during storms to help inform the design of tools 
to better meet their needs [112]. 

2.2 Risk Communication 
Creating efective risk communication has been the focus of much 
of the emergency management literature. This feld of research 
largely employs qualitative and quantitative methods to under-
stand how individuals make risk-related decisions during hazardous 
events, and how to communicate complex information to the public. 
This literature has found that trust in organizations, governmental 
agencies, or spokespeople is a major determinant of risk reduction 
and protective actions during weather-related hazards [81, 123]. 
These trusted authorities should work with a diverse group of in-
stitutions, scientists, and public ofcials to communicate accurate 
information with a unifed message or voice [35]. Although most 
risk communication during hazards is often unidirectional – go-
ing from authorities to the public – a growing body of work has 
found that two-way dialogue between creators and recipients of 
risk communication is more efective during crisis situations and 
disaster mitigation eforts [33, 131]. Furthermore, educational ma-
terials and risk messages should be targeted to a specifc audience 
and use multiple communication channels [12, 105, 111]. Successful 
weather risk communication should thus be designed to meet the 
needs, vulnerabilities, and cultural beliefs of the intended audience 
[65, 80, 83, 111]. 

Identifying the elements of efective risk communication has 
been of particular interest to emergency management researchers. 
Research in this domain has found that efective risk messaging 
is often consistent, clear, and concise and does not rely on fear-
based language [31, 78, 82]. Specifcity is a key determinant of 
protective actions as the audience is more likely to both believe a 
threat is credible and personalize the hazard risk [36]. As a general 
guideline, risk communication should thus include discussion of 
hazards, location, timing, vulnerability, and recommended actions 
[28, 29, 44, 77, 78, 95]. The inclusion of hazards and its associated 
impacts may help inform the logic of protective actions, while 
hazard-related risk is determined by its location and the time that 
the event will strike – information which allows individuals to 
respond accordingly [78]. Similarly, an understanding of one’s vul-
nerability and recommended actions are integral to the adoption 
of protective behaviors [28, 29, 95]. Stylistically, discussion of the 
hazard and safety-related actions should be delivered with a high 
degree of certainty in plain language that is understandable to the 
public [94]. 

The frst part of this study expands upon previous literature by 
using string-matching to quantify the corpus’ compliance with best 
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practices in risk communication. The proposed string-matching 
algorithm is predicated on inductive and deductive thematic analy-
sis, where the previously identifed themes related to specifcity – 
hazards, location, timing, vulnerability, and recommended actions 
– informed the latter. These themes were chosen by virtue of their 
role in informing risk perception and motivating protective actions 
during severe weather events [15, 16, 29, 78]. To evaluate the plain-
ness and comprehensibility of the language, reading level metrics 
for the corpus were also computed. Additionally, the second part 
of this study confrms much of the fndings of previous risk com-
munication literature, with many interview participants referring 
to these best practices, and their role in personalizing risk, in their 
assessment of efective risk messaging. 

2.3 Writing Support Tools 
With the development of improved and advanced language models, 
the academic literature on writing support tools has experienced 
a resurgence in recent years, with tools to support both creative 
and scientifc writing. Much of the work in the former focused 
on narrow support for writing tasks, such as storytelling [102] 
and metaphor writing [19]. More varied and diverse assistance to 
writers, such as assistance with descriptions, plot points, or provid-
ing questions [27, 38] has been the subject of recent work in the 
feld. Scholarship in the domain of scientifc writing has thus far 
been more limited, with much of this work focusing on sentence 
completion [21] or smart replies in emails [63]. As opposed to pro-
viding complete phrases or sentences, Peng et al. [93] develop a 
tool to assess and provide suggestions to posts created for online 
mental health communities. Similarly, Gero et al. [49] follow up 
on their nascent research on online scientifc communication on 
Twitter [50] and use pre-trained language models to generate sug-
gestions for science-related text. The present study builds upon this 
literature on idea generation to suggest a writing support tool for 
risk communication professionals. In lieu of the machine learning 
(ML) methods employed in previous studies, this research employs 
string-matching to identify the absence of themes related to best 
practices in risk communication, which can be used to both analyze 
risk communication at scale and suggest the inclusion of omitted 
themes. To further explore the design space for a writing support 
tool, we conducted semi-structured interviews with EMs and risk 
communication professionals to evaluate the utility of the proposed 
technology and identify potential features that could assist this 
group in practice. 

3 STUDY 1: ANALYSIS OF ECCC RISK 
MESSAGES 

In order to understand current practices in risk communication 
in Canada, we undertook a quantitative and qualitative analysis 
of historical risk messages issued by ECCC – the branch of the 
Canadian federal government responsible for coordinating envi-
ronmental policies and programs. We frst computed the reading 
level metrics for the sample, engaged in inductive and deductive 
thematic analysis on a subset of the data to identify the presence of 
themes associated with best practices, and then used these themes 
to develop a string-matching algorithm to semi-automatically label 
the corpus. 

3.1 Methodology 
3.1.1 Data. The current work employs 9,181 public weather alerts 
issued by ECCC between June 2020 and December 2021. In the data, 
weather alerts span four categories – special weather statements, 
advisories, watches, and warnings – and 23 hazards of varying in-
tensity (see Figure 4). The structure of weather alerts is comprised 
of three sections as indicated in Figure 1: (1) summary, (2) loca-
tion information, and (3) message body. The summary provides an 
overview of the message, including the type of weather event, the 
afected locations, and the date and time the message was issued. 
The location section summarizes all the afected locations, and the 
message body contains the main risk message. Multiple alerts may 
have been issued for a single weather event, where the maximum 
number of messages associated with an event in the sample is fve. 
The current work focuses on an analysis of the message bodies. 
Although the data set is composed of weather alerts issued by the 
federal government to the public, the corpus was compiled by and 
purchased from the issuing body by the research team and thus 
cannot be shared publicly. 

3.1.2 Reading Level Metrics. To understand the reading level of the 
messages, the Flesch Reading Ease (FRE) score – one of the most 
common methods to assess text readability [41, 45] – was computed 
for the message bodies of the sample. This score ranges from 0 to 100, 
where higher scores indicate that the text is relatively easy to read 
for the average adult (see Table 3). To calculate the FRE score, basic 
text pre-processing was undertaken such as replacing all website 
names and social media accounts with generic word identifers such 
as “website URL” and “email account”, before applying the TextStat 
library to the data. Like most readability formulas, the FRE score 
does not evaluate features of text such as content, organization, 
word order, format, mood, or tone [99]. An assessment of these 
linguistic features, and attributes such as consistency, clarity, and 
conciseness, may thus require ML-based methods for automatic 
text evaluation [9, 40, 70, 97] which are beyond the methodological 
scope of the present work. 

3.1.3 Manual Thematic Analysis. To assess the messages’ compli-
ance with best practices in risk communication, the research team 
frst engaged in deductive and inductive thematic analysis [25]. 
Given the size of the data set (N=9,181), each member of the re-
search team reviewed 10 random message bodies for each of the 
fve most prevalent weather events to inductively fnd repeated 
patterns and themes. This process helped identify a preliminary list 
of qualitative codes, which the team then updated and deductively 
refned through discussion of similarities and diferences between 
the patterns in the message bodies and best practices in risk com-
munication. This deductive and inductive process was repeated 
iteratively until a fnal list of themes, was agreed upon: hazards, 
location, timing, afected populations, impacts, and recommended 
actions. The inductive method generated two additional themes 
– “impacts” and “additional information” – relative to the deduc-
tive approach although the latter is omitted from the remainder 
of the analysis as it is not a theme associated with best practices. 
Table 4 provides a summary of the identifed themes and their 
corresponding interpretation. 



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Jit, et al. 

Figure 1: ECCC Severe Weather Risk Messages. From left to right, an example of: (a) an ECCC risk message, (b) a message 
labelled using thematic analysis, and (c) a message labelled using semi-automatic message classifcation. Text in green denotes 
a theme – “Additional Information” – that was omitted from the primary analysis. 

3.1.4 Semi-Automatic Message Classification. To systematically 
analyze the sample’s compliance with best practices in risk com-
munication, the research team used the labels identifed in 3.1.3 
and keywords to semi-automatically label the data set. Although 
ML models may be employed with this data, the research team 
chose to use string-matching because such an algorithm is highly 
interpretable and computationally efcient relative to these models 
and they may still learn the necessary representations while avoid-
ing extensive training. For each of the fve most prevalent weather 
events, a preliminary set of keywords and phrases associated with 
the identifed themes were selected to label the data [58, 84]. Given 
the general uniformity of the messages within weather events and 
the frequent recycling of text, keywords and phrases were chosen 
by virtue of their repeated appearance in weather alerts and their 
ability to uniquely identify a theme. The presence of a given key-
word or phrase within a sentence was used to label a sentence with 
that theme, where sentences could have multiple labels. Keywords 
or phrases that uniquely identifed a given theme in one context, 
but whose meaning varied given the context of another theme, was 
used to create a list of exclusion criteria. For example, the words 
“north” and “northerly” were used as inclusion and exclusion crite-
ria respectively to identify discussion of locations. 

To develop a full list of keywords and phrases, a similar process 
as in 3.1.3 was followed where the preliminary list was used to 
label 10 random messages for each of the fve events. The authors 
then evaluated the accuracy of the keywords on these messages. 
If the accuracy was below 90%, the list of keywords was updated 
with additional keywords and phrases, and further evaluated on 
10 new, random messages; this process was repeated until the de-
sired accuracy was achieved. Once an accuracy of 90% or greater 
was achieved, the authors then tested this set of keywords and 
phrases, which ranged in size from 105 - 150 across the events, 
on 50 randomly selected messages per event and confrmed that 
the model continued to achieve this accuracy. Figure 1 includes an 
example of results from both the manual thematic analysis and the 
semi-automatic message classifcation. 

3.2 Results 
3.2.1 Summary Statistics. Table 1 provides a summary of the data 
set, where the hazards are organized by the event category they 
belong to. The percent column notes the total percent of the entire 
sample that comprises each category and the total percent of the 
category that comprises a given hazard. As indicated in the table, 
fve events – severe thunderstorm warnings (23.3%), special weather 
statements (17.04%), weather advisories (11.53%), heat warnings 
(7.87%), and snow squall warnings (6.42%) – make up 66.18% of 
the total sample (see Figure 4). Across the messages, the word 
count ranged from one word to a maximum of 372 words (Tornado 
Warning). Messages that only included a single word refected a 
message body that simply included a URL for additional information. 
Of the total sample, 2.97% contain only URLs of which 2.86% are the 
frst message to be issued in the sample, and the remaining 0.11% 
are the second message to be issued. For the analysis, this data is 
dropped from the sample. Although the content and structure of 
the message bodies varied across weather events, message bodies 
within a given weather event demonstrated signifcant similarity 
such that many messages repeated the same text with event-specifc 
details. The uniformity of messages within weather events is thus 
conducive to the use of string-matching [18, 20, 110] to analyze the 
data. 

3.2.2 Reading Level Metrics. The fnal columns of Table 1 provide 
summary statistics for the FRE score for each event category and 
hazard. For the fve most prevalent weather events, the range of av-
erage FRE scores ranged from 58.23 (Severe Thunderstorm Warning) 
to 67.1 (Special Weather Statement). Although there was signifcant 
variation within the unit of analysis, these results indicate that the 
reading level of the risk messages ranged from fairly difcult to 
standard difculty. As noted by [74], for risk communication to 
be accessible to the public, it should ideally be written at a ffth 
or sixth grade reading level, which corresponds to an FRE score 
between 80 (easy) and 100 (very easy). As noted in Table 1, the 
average reading level across all of the weather events, including 
the fve most prevalent ones, is thus higher than the recommended 
value which may undermine their efectiveness in practice. 
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Table 1: Summary Statistics for Risk Messages Issued by ECCC 

Word Count Flesch Reading Ease Score�,� 

Weather Event Percent Mean (Std) Min Max Mean (Std) Min Max 

Statement 17.04 93.7 (52.2) 1 273 67.1 (8.44) 31.55 103.63 
Special Weather 100 93.7 (52.2) 1 273 67.1 (8.44) 31.55 103.63 

Advisory 19.26 88.65 (49.15) 1 231 59.72 (8.95) 37.47 95.17 
Blowing Snow 1.98 90.11 (42.89) 12 166 56.96 (9.00) 41.36 77.33 
Freezing drizzle 3.9 88.45 (42.61) 1 167 65.11 (5.45) 54.83 77.91 
Frost 16.18 71.08 (31.38) 7 161 62.19 (6.75) 47.79 81.29 
Fog 18.04 69.33 (34.23) 1 154 54.7 (9.52) 37.47 89.75 
Weather 59.9 99.18 (54.17) 1 231 60.31 (8.82) 43.9 95.17 

Watch 9.51 131.06 (63.23) 1 253 51.89 (9.05) 36.79 81.63 
Winter storm 0.46 171 (8.12) 166 183 67.13 (7.58) 57.06 72.97 
Tornado 4.12 183.69 (72.14) 11 253 50.58 (5.97) 41.26 59.3 
Snow Squall 29.55 130.45 (50.86) 1 247 62.02 (6.15) 44.64 81.63 
Severe Thunderstorm 65.86 127.76 (66.35) 1 242 47.32 (6.02) 36.79 77.91 

Warning 
Blizzard 

54.2 
0.24 

143.69 (68.39) 
152.58 (22.77) 

1 
129 

372 60.86 (10.5) 
191 68.31 (6.22) 

36.96 
57.67 

100.24 
76.62 

Extreme Cold 0.68 81.76 (41.93) 12 132 67.32 (10.7) 49.82 77.53 
Winter Storm 1.91 117.91 (52.76) 8 204 60.63 (5.02) 49.31 72.97 
Wind 3.64 86.77 (39.9) 11 150 73.9 (4.75) 58.79 80.28 
Tornado 4.18 213.49 (76.71) 5 372 56.69 (7.66) 43.19 99.23 
Freezing Rain 5.47 101.91 (48.83) 1 193 64.04 (6.61) 45.93 77.91 
Snowfall 5.83 115.87 (49.23) 1 239 61.39 (9.62) 37.98 81.33 
Rainfall 7.6 125.33 (63.05) 7 270 60.71 (10.56) 37.98 88.74 
Snow Squall 11.84 124.33 (54.71) 8 239 62.29 (5.16) 41.87 83.96 
Heat 14.53 166.63 (57.02) 11 347 63.89 (6.08) 47.79 77.13 
Severe Thunderstorm 44.09 153.46 (71) 1 287 58.23 (12.47) 36.96 100.24 

� The interpretation of the Flesch Reading Ease score is as follows: 90-100: Very Easy; 80-89: Easy; 70-79: Fairly Easy; 60-69: Standard; 50-59: Fairly Difcult; 30-49: Difcult; 0-29: Very 
Confusing. 
� A feature of the TextStat library is that the computed Flesch Reading Ease scores have an upper bound of 121.22 and no lower bound where values above 100 and below zero are 
interpreted as “Very Easy” and “Very Confusing” respectively. 

3.2.3 Semi-Automatic Message Classification. For the fve most 
prevalent weather events, Table 2 shows the percent of messages 
that include discussion of the themes identifed in 3.1.3. For this 
analysis, weather alerts that simply noted an event had come to an 
end were dropped from the sample. This decision was motivated 
by the assumption that these messages no longer required the au-
dience to engage in protective actions and thus did not necessitate 
the corresponding elements of efective risk communication. As 
noted in Table 2, there is signifcant variation in the presence of 
themes related to risk communication best practices in the remain-
ing sample. For example, across all fve weather events, the majority 
of the sample included discussion of timing (83.33% − 100%) and 
hazards (86.67% − 99.77%). However, the discussion of afected pop-
ulations was included in a minority of Special Weather Statements 
(14.93%), Snow Squall Warnings (23.62%) and Weather Advisories 
(39.78%). Ideally, for weather alerts to comply with best practices, 
the relevant themes would be present in all the messages across all 
weather events. These results are hardly born out in the data as no 
weather event includes all the themes and only a handful of select 
themes top 99%. 

4 STUDY 2: INTERVIEW STUDY 
To validate the results of the frst study, and to consider the design 
of a writing support tool for risk communicators, we undertook an 
interview study with EMs and risk communication professionals. 
The focus of these interviews was the evaluation of a risk commu-
nication authoring tool and four risk messages, with the intention 
of identifying desirable features and the utility of the proposed 
technology, and challenges to its adoption. 

4.1 Methodology 
4.1.1 Participant Overview. In total, 10 EMs and risk communi-
cation professionals were interviewed for this study. To recruit 
participants, the research team contacted 15 current or retired EMs 
and risk communicators in their professional network who had 
work experience in Ontario. Participants were recruited in June 
2023 and all of the interviews were conducted in June and July of 
the same year. All participants had formal education in disaster 
management and risk communication and were either currently 
employed or had retired from the feld. Cumulatively, participants 
had experience working for government agencies, hospitals, and 
universities in Ontario. 
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Table 2: Prevalence of Themes Related to Best Practices in Risk Communication in ECCC Risk Messages 

Timing Afected Recommended Event Hazards Locations ImpactsInformation Population Actions 

Snow Squall Warning 96.46% 23.62% 79.72% 99.41% 56.69% 98.82% 
Special Weather Statement 94.88% 14.93% 27.82% 96.49% 52.05% 55.86% 
Weather Advisory 85.47% 39.78% 59.42% 86.67% 41.48% 71.74% 
Heat Warning 100.0% 93.19% 100.0% 99.11% 51.7% 88.74% 
Severe Thunderstorm Warning 83.33% 62.19% 83.15% 99.77% 76.12% 82.42% 

4.1.2 Data Collection and Analysis. Interviews primarily concerned 
participant feedback on four risk messages and a potential design 
of a risk communication authoring support tool. For each of the 
fve weather events that was the focus of study 1, the research 
team chose a risk message from that category in the ECCC data to 
serve as the baseline (Example 1 in Figure 2). For each baseline risk 
message, a potential writing support tool (Figure 3; Example 2(a)) 
and three variations of that message (Example 2(b) - Example 4 in 
Figure 2) were created and shown to participants. Using the algo-
rithm developed in the frst study, Example 2(a) displayed a static 
image of a text editor and a popup window identifying omitted 
themes in the baseline risk message and suggested their inclusion. 
The interviewer explained that users could write their risk message 
in the text editor and submit it as an input to the algorithm via the 
"Check" button to identify omitted themes. Example 2(b) amended 
the baseline risk message by including the omitted themes using 
text from historical risk messages. As an example of specialized risk 
messages that could address the needs of diverse groups, Example 3 
tailored the risk message for members of the visually impaired com-
munity. This example focused on the visually impaired community 
because prior research has shown that the information needs of this 
group are often unmet by current risk communication approaches 
[113]. Furthermore, as a part of a larger research project investigat-
ing the intersection of HCI and risk communication, the research 
team engaged in an interview study about severe weather events 
and risk communication with members of this group. Finally, Ex-
ample 4 consisted of a variation of the baseline risk message whose 
language had been simplifed using ChatGPT to lower the reading 
level of the text, and thus improve its accessibility. For this example, 
the research team queried the chatbot to "Rewrite the following 
text to be at a ffth-grade reading level. Preserve the meaning of the 
text. Keep the format and tone of the text the same." The research 
team chose to use ChatGPT to simplify the messages because the 
size and diversity of its training data rendered it well-equipped to 
handle a wide range of contexts and topics across diferent domains. 
Although the research team initially considered employing popu-
lar pre-trained models for text simplifcation, we determined that 
these may not generalize well to the domain of severe weather risk 
communication given the particular data they were trained on. 

Interviews were conducted online and asynchronously via Zoom 
from June 2023 to July 2023 by one member of the research team. 
Participants were sent an example interview guide in advance, 
which included reference to the risk messages to be evaluated al-
though the actual examples were omitted. Interviews were con-
ducted in English. Verbal consent was obtained at the start of the 

interview, which were both audio and video recorded. Following 
the completion of fve interviews, the research team discussed the 
interview questions based on preliminary fndings with the inten-
tion of reevaluating the interview guide. However, no changes were 
made to the guide at this time. Interviews were scheduled to last 
between 45 - 60 minutes, although in practice they ranged from 
55 - 93 minutes. The interview data was transcribed using Otter.ai. 
To fnalize the transcripts for analysis, the member of the research 
team who conducted the interviews verifed and corrected them. 
During this process, the author consulted the audio and corrected 
the transcripts when they came across any unclear or ambiguous 
text that impeded its comprehension. Transcripts were edited to cor-
rect for unclear or ambiguous text, and not for speech disfuencies 
or punctuation. 

To analyze the data, two members of the research team engaged 
in inductive thematic analysis – a form of refexive thematic analysis 
where codes and themes are primarily derived from the data set [25]. 
As a starting point, the frst author reviewed the 10 transcripts, and 
proposed a set of qualitative codes they thought represented their 
reading of the data. The frst and last authors then brainstormed 
possible themes these codes could support and further refned them. 
These authors engaged in iterative rounds of discussion where both 
the themes and codes were further developed while consulting the 
transcripts. To generate the fnal list of codes, the frst author then 
re-examined the coded data that corresponded to each suggested 
theme. 

4.2 Results 
4.2.1 Omited Themes, Language, and the Eficacy of Risk Commu-
nication. For the most part, participants confrmed the analysis in 
Section 3.2 (as displayed in Example 2(a)), and noted the importance 
of including the omitted themes in risk communication. In our par-
ticipants’ telling, the omitted themes played varied roles in the risk 
message – they allowed the audience to personalize the risk and 
to understand how to act – such that it was important to include 
as many of them as possible. Doing so would thus allow a degree 
of specifcity in the communication that enabled the audience to 
interpret the risk message as being relevant to them and encourage 
them to take actions. As one EM noted: 

"I think there would need a little bit more detail in order 
to actually persuade recipients of the message to take 
action right now. Like, just from my point of view, it 
seems a little general. So especially with my EM lens 
on, I wouldn’t I, I would be kind of questioning, is this 
impacting me? Is this impacting people up north? South? 

https://Otter.ai
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Figure 2: Example Risk Messages Shown to Participants. From top to bottom, an example of a: (1) baseline risk message taken 
from the ECCC data, (2b) baseline risk message with the omitted themes included, (3) baseline risk message customized for 
people with visual impairments, and (4) baseline risk message with simplifed language. The blue text indicates the changes 
made to the baseline message. 

Do I need to worry about this?...So I think adding more 
details where readers or recipients could personalize it 
would be very helpful because as soon as you personalize 
it, that’s when people are more apt to take action. As 
soon as they see that it relates to them." (P8) 

While most participants agreed that the second example (e.g., Ex-
ample 2(b) in Figure 2) included the omitted themes, they similarly 
critiqued the lack of specifcity of the additional text. Respondents 
observed that the new text did not include the appropriate level 
of detail to instruct actions and enable an evaluation of personal 

risk. One participant likened their inclusion to a legal formality, 
stating that “It’s almost like...legally, we got to put in something...that 
says...exercise caution, but really, it’s not giving any, like not really 
instructing anyone to do anything.” (P7). Furthermore, despite mod-
est gains in the efcacy of the message, interviewees highlighted 
that features such as jargon, technical language, and the reading 
level continued to pose challenges to protective decision-making. 

4.2.2 Reading Level, Jargon, and Tone. Most participants critiqued 
the language used in the baseline message, which they hypothe-
sized was not simple enough for the layperson to understand. Of 
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Figure 3: Example 2(a): A Potential Writing Support Tool. 

particular concern was the use of scientifc concepts and jargon 
in the message. Some interviewees indicated that such language 
may be confusing to the audience or fail to capture their attention 
– both deterrents to appropriate risk evaluations – or, worse yet, 
would be a disincentive to read the messages entirely. Similarly, 
some subjects highlighted the potential confusion around the use of 
metrics in risk messaging. Chief amongst the participants’ concerns 
was the inability of the layperson to conceptualize metrics and thus 
accurately assess their personal risk. In addition to simply being 
unable to grasp, conceptually, how much a given quantity is, as one 
participant noted, the interpretation of a metric might itself vary 
with the season: 

"So scrolling through kind of linearly and systematically, 
heavy rainfall, up to 60 millimeters, that can mean a 
variety of diferent things, depending on the season, 
and depending on the type of year so we could have 25 
millimeters of rain not being an issue if it’s taking place 
at this time of the year. But if it’s in the winter, spring, 
it’s a bit more. And so that’s one of the challenges we fnd 
with this, is that just interpreting what is 60 millimeters? 
And what does that look like? And depending on the 
conditions, what does that mean?" (P2) 

Although the use of the AI chatbot was intended to simplify the 
language and thus improve the efcacy of the risk messages, many 
participants noted the counter productivity of this endeavor. First, 
since the chatbot was instructed to simplify the risk messages to a 
ffth grade reading level, the scientifc concepts and jargon were 
still present in the communication. Participants thus acknowledged 
that the revised messages employed simpler language, which was 
potentially more intelligible, although they highlighted persistent 
issues with comprehension. Second, despite specifying that the 
message retain the tone and content of the baseline message, most 
interviewees observed that the simplifed message was too casual, 
and that much of the urgency was therefore lacking. This casual-
ness, our interviewees worried, made the amended message sound 
less authoritative and credible, which would potentially cause the 

audience to underestimate the urgency of the situation and fail to 
both capture their attention and motivate them to act. 

“I think a lot of individuals also take comfort from the 
fact it’s like, psychologically, when you’re reading a 
message from Environment Canada, you appreciate the 
detail it provides and you appreciate that you’re reading 
sounds like it’s formal. And it’s come from a body of 
experts, rather than something that you could draft 
yourself in your own plain language. I think removing 
those details and replacing it with very light, you know, 
casual language would take away what was meant and 
also might people might take it a little less seriously, less 
likely to follow the recommended protective actions. If 
it sounds like something, you know, your friend would 
tell them as opposed to Environment Canada." (P8) 

To address potential trade-ofs between including the omitted 
themes and overwhelming the audience with information, partici-
pants highlighted the importance of strategically organizing and 
displaying the message. In addition to suggestions such as including 
specifc information in lieu of general details, and writing more 
succinctly, many interviewees suggested reorganizing the message 
and themes so that the audience received the most important infor-
mation frst. For example, some proposed that explaining the causes 
of the weather event was perhaps less important, and thus should 
be placed below information such as impacts and recommended 
actions. Many participants also noted the potential for images and 
visuals to enhance audience comprehension, particularly when deal-
ing with technical and quantitative information. For instance, some 
participants proposed the use of images to help interpret metrics 
or geography, by displaying millimeters or centimeters of weather 
accumulation (e.g., snow or rain), or mapped photos. 

4.2.3 Utility and Integration of Technology into Pre-Existing Work-
flows. Many participants noted the utility of a proposed writing 
support tool, such as those shown in Example 2(a) and 2(b), in 
aiding experienced and inexperienced risk communicators alike. 
Many of these participants, who had formal training in the feld, 
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acknowledged that their own work could beneft from a resource 
that “checks tone or text to make sure that you’re hitting all the key 
elements of crisis communication, or risk communication” (P9) given 
the fast-paced nature of emergency management. Perhaps more 
importantly, interviewees frequently highlighted the benefts of a 
writing support tool for other risk communicators who may lack 
the relevant experience or training. Participants explained that, in 
the current emergency management landscape in Canada, commu-
nity leaders, such as fre and police chiefs, are often “double hatted” 
in their role. On top of the responsibilities of their primary job, 
they are also tasked with communicating with the public during 
emergencies. For this group, a pop-up window (e.g., Example 2(a) in 
Figure 2) or suggested text to include (e.g., Example 2(b) in Figure 
2), would potentially compensate for gaps in their knowledge and 
enable the creation of standardized messages. As one participant 
put it, when this group is working, 

"...you want to give to those people the best tools pos-
sible to the people who are less experienced, you don’t 
want to leave it to chance that they’re gonna get the 
right the right message. So having a certain amount of 
standardized, but then the, your system will come in 
and will compensate for some of those issues that may 
or may not have..." (P1) 

Regardless of the technologies currently employed by their orga-
nizations, most participants proposed design recommendations for 
a risk communication tool that could be integrated into pre-existing 
workfows. To communicate risk, both with the public and within 
their organizations, participants relied on traditional mediums and 
platforms (e.g., texts, emails, intranet), new media (e.g., X, Insta-
gram, Facebook) and government approved, organization-specifc 
apps and software. These messages were often drafted using tem-
plates, on text editing software such as Microsoft Word or email. 
Given the mediums used to craft these messages, many participants 
thus suggested a software plug-in with the functionality of Exam-
ples 2(a) and 2(b), similar to typing assistants such as Grammarly or 
spellcheck. Some participants expanded on Example 2(b), and high-
lighted the benefts of having a program that acted as a repository 
or database of risk messages to choose relevant statements from. 
Consistent with work being done by Sutton and Kuligowski [118], 
others noted the value of a tool that would automatically generate 
a message that organized the content by the order of importance. 

Despite the potential role of technology in improving risk com-
munication, interviews surfaced challenges to their adoption in 
practice. In addition to concerns about cost, data privacy, and trans-
parency in programming, most participants noted that, above all 
else, the tools should be user-friendly. For one participant, imple-
menting technology was challenging due to capacity constraints 
and budgetary pressures, so that simple technology would be easier 
to implement and provide training for. Drawing on past experience, 
another interviewee noted that deploying technology with “double-
hatted” communicators was historically challenging as “they don’t 
have time to use it, they’re only going to log in when they need to” 
(P1). While emphasizing the importance of creating user-friendly 
technology, the same participant noted that Example 2(b) and the 
database/repository idea noted by another participant, were poten-
tially well-suited for this population due to their simplicity. 

4.2.4 Vulnerable Populations and Dialogic Risk Communication. 
Many participants were initially critical of the risk messages that 
were customized for people with visual impairments (e.g., Exam-
ple 3 in Figure 2). These interviewees disagreed with the content 
of these messages because, in their telling, the purpose of risk 
communication was to reach a wide audience in a timely fashion. 
Participants also noted that the creation of risk messages for one 
population would also require the creation of such communication 
for all diverse groups. However, many participants’ evaluation of 
these messages was limited by current practices and technological 
capabilities. When provided with a hypothesized technology that 
could reach this population directly, in lieu of a general message, 
many agreed that there was a beneft to this type of specialized 
communication. 

“So if you have the app, an app that does that, that’s 
great. And you can have an app for each diferent kind 
of vulnerability that people have. And they can turn 
to it. And that’s great... then yes, if you have an app 
that will give them a little bit more? Absolutely. I think 
that’s a good idea. . . Yeah, if it goes directly to them, 
and they’re the only ones that are getting that message, 
then yeah, all the information that they need is there. 
Defnitely the tools. I think it’s a good message." (P1) 

In contrast, some participants were much more enthusiastic 
about the customized risk messages at the outset. These partici-
pants, who noted personal connections to the visually impaired 
community, often critiqued current risk communication for being 
exclusionary and unable to meet the needs of more diverse groups. 
For these participants, the customized risk messages addressed the 
needs of an underserved population by providing more specifc 
information for people with visual impairments, which could po-
tentially improve their ability to undertake protective actions. In 
noting the merits of this example, one participant argued that all 
groups are deserving of better risk messaging. 

"I like how specifc it is. There’s someone in my life 
with a visual impairment. And honestly, I was a bit 
taken aback by this because they are infrequently con-
sidered in these important communications. And so I 
think that’s fantastic. And I’m appreciative of whomever 
led you down this path. I think it doesn’t really address 
the challenge of it being like wordy, but it’s nothing. 
It’s adding value in a diferent way. It’s not only com-
municating an afected population, it’s communicating 
potential impacts, as well as things they can do to min-
imize those impacts. I think it’s better to be transparent 
with people about what those things are, instead of them 
having to interpret them. I think I think the same could 
be true for a lot of vulnerable populations, and, you 
know, pretending to be I’m not one. And so I, I don’t 
want to overstep, but in my experience, we we deal with 
people...nephrology patients...people who have who are 
hard of hearing. . .And I think the reality is that those 
people deserve really great risk communication as well. 
I’m not sure if you’re consistently getting that." (P9) 

Among participants who consistently noted an appreciation for 
the customized risk messages, many highlighted the importance of 
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dialogic approaches to risk communication. These participants ac-
knowledged the unique vulnerabilities experienced by marginalized 
groups and people within their circle of care, and the inability for 
outside risk communication professionals to create messages that 
adequately addressed their needs. Interview subjects thus suggested 
that risk communication should “come from these populations” (P9) 
and noted the potential for co-creation workshops or focus groups 
to achieve this. 

5 DISCUSSION 
The results of the frst and second study surfaced several important 
design considerations for the development of an authoring support 
tool for risk communication professionals, the role of artifcial intel-
ligence (AI) in achieving this, and the many ways that HCI methods 
can help inform the creation of more inclusive risk communication. 
Specifcally, we highlight notable aspects of the design space and 
desirable features of an authoring support tool suggested by this 
research, which may help develop and tailor this tool to the needs 
of risk communicators. Within this context, we then consider the 
potential role of AI in risk communication and discuss some im-
plications for its safe introduction into current practices. Finally, 
we highlight the challenges associated with crafting messages for 
vulnerable communities and underscore the instrumental role of 
HCI research and methods in fostering a more inclusive approach 
to risk communication. 

5.1 Designing Tools for Risk Communicators 
Our study suggests that the design of an authoring support tool for 
risk communication professionals should account for the complexi-
ties of this design space, including the presence of varying degrees 
of expertise amongst risk communicators themselves. Many of our 
participants noted that part of the potential utility of a risk commu-
nication writing support tool is its ability to help less experienced 
risk communicators working in the feld. Seeing as previous work 
has found that authoring support tools may ease the speed of writ-
ing by allowing the quick adaptation of language [49], improve user 
confdence [93, 126] and potentially promote learning [126], it is 
possible that a writing assistant in this domain may reduce the men-
tal workload of risk communicators while improving confdence in 
the messages they create. For "double hatted" risk communicators 
who lack formal training in the feld, such a tool could also improve 
their understanding of the elements of persuasive risk messages 
by teaching through examples [126]. However, this divergence in 
expertise may render inexperienced risk communicators prone to 
automation bias – the undue deference given to automated systems 
by human actors [5] – as experience and lack of confdence in one’s 
own abilities have been shown to increase reliance on these systems 
in feld such as healthcare [37, 75, 104]. Given the faws inherent 
to automated systems built from data, it may thus be preferable 
to have systems with humans in the loop in this safety critical 
domain. To help mitigate against automation bias, designers might 
consider features such as the level of on-screen detail [128], the 
type of display [104], and display prominence [11] when creating 
an authoring support tool for risk communicators, in addition to 
the comprehensibility of the underlying algorithm. 

Furthermore, our fndings indicate several additional features 
of an authoring support tool that can help risk communicators 
write messages that are consistent with message design theories 
– frameworks that guide the creation and structuring of efective 
risk communication – that emphasize structure, content and style 
[106, 117]. As it relates to content, many participants noted the 
benefts of a tool that functioned similar to Example 2(a) and de-
termined if the relevant themes – hazards, impacts, recommended 
actions, location, timing, message source, and afected populations 
[15, 16, 43, 44] – were present in the message and suggested their 
inclusion. Additionally, an authoring tool could suggest sentences 
or phrases to include based on text from historical risk messages 
similar to Example 2(b). To evaluate message style – how designers 
use linguistic style to present information [106] – a feature of this 
writing assistant could be to highlight jargon and suggest alterna-
tive, simplifed text. To enhance the structure of the message and 
its presentation, this tool could also assess the sequence in which 
information is presented and propose a reordering based on both 
importance and readability. 

5.2 AI and Risk Communication 
Despite the emergence of ML-based writing support tools and pow-
erful large language models (LLMs) for natural language genera-
tion, our participants frequently expressed skepticism about the 
current utility of these tools to support risk messaging. As noted 
by Ogie et al. [87] in their review of uses of AI in disaster risk 
communication, the application of AI in this feld has largely fo-
cused on: (1) predicting, monitoring and early warnings of disasters 
[1, 47, 54, 55, 76, 127] and (2) information extraction and classifca-
tion for situational awareness [3, 8, 39, 90, 103, 129]. Experimental 
uses of AI to generate risk messages are still quite limited, and 
a number of our interviewees expressed dissatisfaction with the 
message simplifed by the LLM, and aversion to any potential use 
of AI to create risk messaging. They explained this aversion, in 
part, by the fact that many of the risk messages in our sample 
were already fawed, so any risk messaging produced by AI trained 
on these messages would simply reproduce, or even exacerbate, 
their shortcomings. Moreover, the use of the LLM to simplify the 
language level did not address concerns about jargon in the risk 
messages further limiting the utility of this tool. Instead, this study 
suggests that more traditional applications of AI for tasks such as 
spelling and grammar support [24, 48, 60], tone detection [2, 56], 
and language translation [7, 23, 32, 51, 61] ofer more immediate 
utility for risk messaging. 

In addition to hesitance on the part of risk communicators we 
spoke with, audience trust in risk messaging is key, and a very well 
documented challenge in the risk communication literature [73]. 
This is in part because many forms of protective action, including 
evacuation, closing a small business, or staying home from work, 
can be costly to the individual who takes them [120]. Many peo-
ple who live in hazard prone-areas have also received warnings 
in the past where the storms did not in fact occur, or were less 
damaging than models predicted [101, 109]. This is to some degree 
unavoidable due to the signifcant uncertainties involved in severe 
weather prediction. But they speak to a real challenge of building 
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trust in the audience for risk messages that the successful intro-
duction of AI into this setting will have to consider, and contend 
with. Prior research in risk communication and explainable AI may 
inform ways to introduce AI in risk communication practices. In 
both of these domains, transparency – either information about an 
AI system’s decision-making process [34, 100] or the source of risk 
messages [79] – are thought to contribute to trust and confdence 
in the system. Specifying the ways that AI are used in creating risk 
messages and the source of risk information may thus be an avenue 
for establishing confdence in these systems, but should be consid-
ered alongside other relevant factors such as message length and 
complexity [117]. This suggests that further work to evaluate the 
potential impacts of the use of AI on public trust in risk messaging 
may help ensure successful adoption of writing support tools in 
this complex and high-stakes domain. 

5.3 Co-creation and Participatory Design as 
Strategies for Supporting Diverse Audiences’ 
Needs 

Disasters do not impact all people equally, and many of our partic-
ipants noted that vulnerable groups experience disproportionate 
efects of weather hazards. The study thus surfaced a central chal-
lenge in designing for vulnerable communities: the tension between 
making technologies and services accessible to a wide audience, 
while ensuring that vulnerable groups are not excluded. In the 
context of risk communication, this is complicated by the need 
to disseminate information quickly and efectively to audiences 
who have diverse needs, capacities, and relationships to risk. In 
most settings, the ability to send customized messages is limited, in 
part, by limitations in the design of underlying alert broadcasting 
systems, but also by a lack of knowledge of the relevant content 
to include in this type of messaging. For example, prior research 
in disaster risk communication has found that publicly available 
sources of risk information generally do not cater to people with 
disabilities [92], which can result in a lack of relevant assistance 
to these users [121]. In addition to relying on diferent technolo-
gies for seeking and receiving risk information [66], disabled and 
non-disabled users also diverge in the import given to particular 
details of the hazard, have diferent risk thresholds, and diferent 
temporalities for decision-making and therefore information needs 
[113]. 

When discussing the possible benefts of specialized risk mes-
sages that meets the needs of diverse groups, participants frequently 
appealed to participatory approaches to the design of risk commu-
nication products and strategies. As Soden et al. [112] note, HCI 
has long contributed to research in accessibility and is thus well 
positioned to consider how risk communication can better meet 
the needs of people with disabilities. In addition to extended col-
laborations with this user group [10], participatory approaches to 
risk communication, such as the co-creation workshops and focus 
groups suggested by interview participants, are a potential avenue 
to do so. Indeed, this study suggests that participatory design of 
risk information products may help ensure that risk messages are 
informed by more diverse forms of expertise, knowledge, and lived 
experiences. Participatory approaches are also consistent with delib-
erative or dialogic models of risk communication, which emphasize 

the value of two-way or multi-party dialogue between experts and 
the public [30, 131]. Such a dialogue would allow the public to ex-
press their concerns and contextualized knowledge about hazardous 
events, which authorities could account for and thus potentially 
improve the quality and implementation of decisions [30]. 

In addition, design research methods that focus less on the de-
fciencies of individuals or communities, and instead place their 
skills, abilities, capacities and resources at the center of design 
processes may be most productive for the creation of risk communi-
cation messaging systems. For example, in the design of interactive 
systems, Wobbrock et al. [124] argue for an ability-based design ap-
proach. This approach foregrounds what individuals can do, rather 
than what they cannot do, thereby transferring the responsibility 
of access and use from the users to the systems. Similarly, an assets-
based design approach seeks to support the agency and autonomy 
of vulnerable groups by leveraging their assets, relationships, and 
capacities [125]. Given that efcacy is a well-known predictor of 
efective protective decision-making [73], such approaches should 
be considered when engaging community members in participatory 
design processes. Furthermore, assets or capacity-based approaches 
to risk communication messaging systems that cater to specifc 
individuals and communities may potentially introduce a "curb cut 
efect" [14]. Namely, designing messages for vulnerable populations 
might also prove benefcial for the general public and other com-
munities not explicitly targeted in the process, thereby improving 
the accessibility and efcacy of these messages. 

5.4 Limitations 
The present study may be subject to several limitations. First, after 
updating the string-matching algorithm based on repeated evalua-
tions of 10 random subsamples to achieve an accuracy of 90% or 
greater, the algorithm was then tested on a sample of 50 previously 
unseen messages. This sample size was based on the observation 
that the performance of the algorithm plateaued between fve and 
six iterations during the development phase. Although the repeated 
evaluations of random subsamples was intended to capture as much 
variation in the data as possible, this objective may have been tem-
pered by the limited size of the test set. It is therefore possible that 
the test data lacked diversity and outliers. To enhance the robust-
ness of the fndings, future studies may consider testing the model 
on a larger test set to account for more variations in the data. Given 
the evolving nature of climate change and severe weather events, 
special attention should also be paid to updating the algorithm over 
time to refect updated guidance and information. 

Additionally, the simplifed messages generated by ChatGPT, 
which were poorly received by a majority of the study participants, 
may have been a product of the prompt, and not the underlying 
technology, used to generate them. The research team attempted 
to address this limitation by testing multiple prompts, where the 
fnal prompt was chosen based on discussion and agreement on the 
part of the research team, although it is possible that a diferent 
prompt would have generated improved results. To address this, 
future research may consider prompt engineering in this domain 
and working with risk communicators to identify how best to use 
AI-based tools for this messaging. 
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6 CONCLUSION 
Severe weather events are anticipated to increase in duration and 
frequency due to climate change [42, 91], rendering efective risk 
communication an integral component of climate adaptation poli-
cies. The present study employed string-matching and semi-structured 
interviews with EMs and risk communicators to evaluate the adop-
tion of best practices in risk messages issued in Canada and to 
examine the design space of an authoring support tool for this 
group. This research thus ofers insights into risk communication 
policy and practice, and provides guidance for the design of tech-
nologies to facilitate the creation of risk messages. Future work will 
consider steps, such as engaging in additional text pre-processing 
and extending the analysis to the remaining 18 weather events, to 
begin to operationalize the suggested tool. Furthermore, an evalua-
tion of linguistic features, such as consistency, clarity, and concise-
ness, of the corpus would greatly supplement the current analysis 
and provide additional guidance on improving severe weather risk 
communication. 
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Appendix A 

Figure 4: Prevalence of Severe Weather Events in Sample between June 2020 and December 2021 

Table 3: Interpreting the Flesch Reading Ease Score� 

Score Difculty 

90 - 100 Very Easy 
80 - 89 Easy 
70 - 79 Fairly Easy 
60 - 69 Standard 
50 - 59 Fairly Difcult 
30 - 49 Difcult 
00 - 29 Very Confusing 

� Source: TexstStat 0.7.3 
(https://pypi.org/project/textstat/) 

Table 4: Best Practices in Risk Communication - Themes 

Theme Defnition 

Hazards Health and/or safety hazards associated with the event 
Location Areas afected by the hazardous event 
Timing Information related to time such as onset, duration, and end time 
Afected Populations Groups vulnerable to hazard impacts 
Impacts Impacts of the hazardous event 
Recommended Actions Any actions or guidance to the public to mitigate the efects of the hazardous event 

https://pypi.org/project/textstat
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