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Abstract9

Spanners for low dimensional spaces (e.g. Euclidean space of constant dimension, or doubling10

metrics) are well understood. This lies in contrast to the situation in high dimensional spaces,11

where except for the work of Har-Peled, Indyk and Sidiropoulos (SODA 2013), who showed that12

any n-point Euclidean metric has an O(t)-spanner with Õ(n1+1/t2 ) edges, little is known.13

In this paper we study several aspects of spanners in high dimensional normed spaces. First,14

we build spanners for finite subsets of `p with 1 < p ≤ 2. Second, our construction yields a15

spanner which is both sparse and also light, i.e., its total weight is not much larger than that of16

the minimum spanning tree. In particular, we show that any n-point subset of `p for 1 < p ≤ 217

has an O(t)-spanner with n1+Õ(1/tp) edges and lightness nÕ(1/tp).18

In fact, our results are more general, and they apply to any metric space admitting a certain19

low diameter stochastic decomposition. It is known that arbitrary metric spaces have an O(t)-20

spanner with lightness O(n1/t). We exhibit the following tradeoff: metrics with decomposability21

parameter ν = ν(t) admit an O(t)-spanner with lightness Õ(ν1/t). For example, n-point Euc-22

lidean metrics have ν ≤ n1/t, metrics with doubling constant λ have ν ≤ λ, and graphs of genus23

g have ν ≤ g. While these families do admit a (1 + ε)-spanner, its lightness depend exponentially24

on the dimension (resp. log g). Our construction alleviates this exponential dependency, at the25

cost of incurring larger stretch.26
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1 Introduction32

1.1 Spanners33

Given a metric space (X, dX), a weighted graph H = (X,E) is a t-spanner of X, if for every34

pair of points x, y ∈ X, dX(x, y) ≤ dH(x, y) ≤ t · dX(x, y) (where dH is the shortest path35

metric in H). The factor t is called the stretch of the spanner. Two important parameters of36

interest are: the sparsity of the spanner, i.e. the number of edges, and the lightness of the37
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spanner, which is the ratio between the total weight of the spanner and the weight of the38

minimum spanning tree (MST).39

The tradeoff between stretch and sparsity/lightness of spanners is the focus of an intensive40

research effort, and low stretch spanners were used in a plethora of applications, to name41

a few: Efficient broadcast protocols [8, 9], network synchronization [6, 49, 8, 9, 48], data42

gathering and dissemination tasks [14, 60, 22], routing [61, 49, 50, 57], distance oracles and43

labeling schemes [47, 58, 53], and almost shortest paths [19, 52, 23, 25, 28].44

Spanners for general metric spaces are well understood. The seminal paper of [4] showed45

that for any parameter k ≥ 1, any metric admits a (2k − 1)-spanner with O(n1+1/k) edges,46

which is conjectured to be best possible. For light spanners, improving [17, 24], it was shown47

in [18] that for every constant ε > 0 there is a (2k− 1)(1 + ε)-spanner with lightness O(n1/k)48

and at most O(n1+1/k) edges.49

There is an extensive study of spanners for restricted classes of metric spaces, most50

notably subsets of low dimensional Euclidean space, and more generally doubling metrics.351

For such low dimensional metrics, much better spanners can be obtained. Specifically, for n52

points in d-dimensional Euclidean space, [54, 59, 21] showed that for any ε ∈ (0, 1
2 ) there is53

a (1 + ε)-spanner with n · ε−O(d) edges and lightness ε−O(d) (further details on Euclidean54

spanners could be found in [45]). This result was recently generalized to doubling metrics55

by [12], with ε−O(ddim) lightness and n · ε−O(ddim) edges (improving [55, 30, 29]). Such56

low stretch spanners were also devised for metrics arising from certain graph families. For57

instance, [4] showed that any planar graph admits a (1 + ε)-spanner with lightness O(1/ε).58

This was extended to graphs with small genus4 by [31], who showed that every graph with59

genus g > 0 admits a spanner with stretch (1 + ε) and lightness O(g/ε). A long sequence60

of works for other graph families, concluded recently with a result of [13], who showed61

(1 + ε)-spanners for graphs excluding Kr as a minor, with lightness ≈ O(r/ε3).62

In all these results there is an exponential dependence on a certain parameter of the input63

metric space (the dimension, the logarithm of the genus/minor-size), which is unfortunately64

unavoidable for small stretch (for all n-point metric spaces the dimension/parameter is at65

most O(logn), while spanner with stretch better than 3 requires in general Ω(n2) edges66

[58]). So when the relevant parameter is small, light spanners could be constructed with67

stretch arbitrarily close to 1. However, in metrics arising from actual data, the parameter68

of interest may be moderately large, and it is not known how to construct light spanners69

avoiding the exponential dependence on it. In this paper, we devise a tradeoff between70

stretch and sparsity/lightness that can diminish this exponential dependence. To the best of71

our knowledge, the only such tradeoff is the recent work of [34], who showed that n-point72

subsets of Euclidean space (in any dimension) admit a O(t)-spanner with Õ(n1+1/t2) edges73

(without any bound on the lightness).74

1.2 Stochastic Decompositions75

In a (stochastic) decomposition of a metric space, the goal is to find a partition of the76

points into clusters of low diameter, such that the probability of nearby points to fall into77

different clusters is small. More formally, for a metric space (X, dX) and parameters t ≥ 178

3 A metric space (X, d) has doubling constant λ if for every x ∈ X and radius r > 0, the ball B(x, 2r) can
be covered by λ balls of radius r. The doubling dimension is defined as ddim = log2 λ. A d-dimensional
`p space has ddim = Θ(d), and every n point metric has ddim = O(logn).

4 The genus of a graph is minimal integer g, such that the graph could be drawn on a surface with g
“handles”.
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and δ = δ(|X|, t) ∈ [0, 1], we say that the metric is (t, δ)-decomposable, if for every ∆ > 079

there is a probability distribution over partitions of X into clusters of diameter at most t ·∆,80

such that every two points of distance at most ∆ have probability at least δ to be in the81

same cluster.82

Such decompositions were introduced in the setting of distributed computing [7, 43], and83

have played a major role in the theory of metric embedding [10, 51, 26, 38, 39, 1], distance84

oracles and routing [44, 2], multi-commodity flow/sparsest cut gaps [41, 37] and also were85

used in approximation algorithms and spectral methods [15, 36, 11]. We are not aware of any86

direct connection of these decompositions to spanners (except spanners for general metrics87

implicit in [44, 2]).88

Note that our definition is slightly different than the standard one. The probability δ89

that a pair x, y ∈ X is in the same cluster may depend on |X| and t, but unlike previous90

definitions, it does not depend on the precise value of dX(x, y) (rather, only on the fact91

that it is bounded by ∆). This simplification suits our needs, and it enables us to capture92

more succinctly the situation for high dimensional normed spaces, where the dependence93

of δ on dX(x, y) is non-linear. These stochastic decompositions are somewhat similar to94

Locality Sensitive Hashing (LSH), that were used by [34] to construct spanners. The main95

difference is that in LSH, far away points may be mapped to the same cluster with some96

small probability, and more focus was given to efficient computation of the hash function. It97

is implicit in [34] that existence of good LSH imply sparse spanners.98

A classic tool for constructing spanners in normed and doubling spaces is WSPD (Well99

Separated Pair Decomposition, see [16, 56, 35]). Given a set of points P , a WSPD is a set of100

pairs {(Ai, Bi)}i of subsets of P , where the diameters of Ai and Bi are at most an ε-fraction101

of d(Ai, Bi), and such that for every pair x, y ∈ P there is some i with (x, y) ∈ Ai ×Bi. A102

WSPD is designed to create a (1 +O(ε))-spanner, by adding an arbitrary edge between a103

point in Ai and a point in Bi for every i (as opposed to our construction, based on stochastic104

decompositions, in which we added only inner-cluster edges). An exponential dependence on105

the dimension is unavoidable with such a low stretch, thus it is not clear whether one can106

use a WSPD to obtain very sparse or light spanners in high dimensions.107

1.3 Our Results108

Our main result is exhibiting a connection between stochastic decompositions of metric spaces,109

and light spanners. Specifically, we show that if an n-point metric is (t, δ)-decomposable,110

then for any constant ε > 0, it admits a (2 + ε) · t-spanner with Õ(n/δ) edges and lightness111

Õ(1/δ). (Abusing notation, Õ hides polylog(n) factors.)112

It can be shown that Euclidean metrics are (t, n−O(1/t2))-decomposable, thus our results113

extends [34] by providing a smaller stretch (2 + ε) · t-spanner, which is both sparse – with114

Õ(n1+O(1/t2)) edges – and has lightness Õ(nO(1/t2)). For d-dimensional Euclidean space,115

where d = o(logn) we can obtain lightness Õ(2O(d/t2)) and Õ(n·2O(d/t2)) edges. We also show116

that n-point subsets of `p spaces for any fixed 1 < p < 2 are (t, n−O(log2 t/tp))-decomposable,117

which yields light spanners for such metrics as well.118

In addition, metrics with doubling constant λ are (t, λ−O(1/t))-decomposable [33, 1], and119

graphs with genus g are (t, g−O(1/t))-decomposable [40, 3], which enables us to alleviate the120

exponential dependence on ddim and log g in the sparsity/lightness by increasing the stretch.121

See Table 1 for more details. (We remark that for graphs excluding Kr as a minor, the122

current best decomposition achieves probability only 2−O(r/t) [3]; if this will be improved to123

the conjectured r−O(1/t), then our results would provide interesting spanners for this family124

as well.)125

ESA 2018
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Stretch Lightness Sparsity

Euclidean space O(t) Õ(n1/t2 ) Õ(n1+1/t2 ) Corollary 6
O(
√

logn) Õ(1) Õ(n)

`p space, 1 < p < 2 O(t) Õ(n log2 t/tp) Õ(n1+ log2 t/tp) Corollary 7
O((logn · log logn)1/p) Õ(1) Õ(n)

Doubling constant λ O(t) Õ(λ1/t) Õ(n · λ1/t) Corollary 8
O(log λ) Õ(1) Õ(n)

Graph with genus g O(t) Õ(g1/t) O(n+ g) Corollary 9
O(log g) Õ(1) O(n+ g)

Table 1 In this table we summarize some corollaries of our main result. The metric spaces have
cardinality n, and Õ hides (mild) polylog(n) factors. The stretch t is a parameter ranging between 1
and logn.

Note that up to polylog(n) factors, our stretch-lightness tradeoff generalizes the [18]126

spanner for general metrics, which has stretch (2t− 1)(1 + ε) and lightness O(n1/t). Define127

for a (t, δ)-decomposable metric the parameter ν = 1/δt. Then we devise for such a metric a128

(2t− 1)(1 + ε)-spanner with lightness O(ν1/t).129

For example, consider an n-point metric with doubling constant λ = 2
√

logn. No spanner130

with stretch o(logn/ log logn) and lightness Õ(1) for such a metric was known. Our result131

implies such a spanner, with stretch O(
√

logn).132

We also remark that the existence of light spanners does not imply decomposability.133

For example, consider the shortest path metrics induced by bounded-degree expander134

graphs. Even though these metrics have the (asymptotically) worst possible decomposability135

parameters (they are only (t, n−Ω(1/t))-decomposable [42]), they nevertheless admit 1-spanners136

with constant lightness (the spanner being the expander graph itself).137

2 Preliminaries138

Given a metric space (X, dX), let T denote its minimum spanning tree (MST) of weight L.139

For a set A ⊆ X, the diameter of A is diam(A) = maxx,y∈A dX(x, y). Assume, as we may,140

that the minimal distance in X is 1.141

By Oε we denote asymptotic notation which hides polynomial factors of 1
ε , that is142

Oε(f) = O(f) · poly( 1
ε ). Unless explicitly specified otherwise, all logarithms are in base 2.143

144

Nets. For r > 0, a set N ⊆ X is an r-net, if (1) for every x ∈ X there is a point y ∈ N145

with dX(x, y) ≤ r, and (2) every pair of net points y, z ∈ N satisfy dX(y, z) > r. It is well146

known that nets can be constructed in a greedy manner. For 0 < r1 ≤ r2 ≤ · · · ≤ rs, a147

hierarchical net is a collection of nested sets X ⊇ N1 ⊇ N2 ⊇ · · · ⊇ Ns, where each Ni is an148

ri-net. Since Ni+1 satisfies the second condition of a net with respect to radius ri, one can149

obtain Ni from Ni+1 by greedily adding points until the first condition is satisfied as well.150

In the following claim we argue that nets are sparse sets with respect to the MST weight.151

I Claim 1. Consider a metric space (X, dX) with MST of weight L, let N be an r-net,152

then |N | ≤ 2L
r .153

Proof. Let T be the MST of X, note that for every x, y ∈ N , dT (x, y) ≥ dX(x, y) > r. For a154

point x ∈ N , BT (x, b) = {y ∈ X | dT (x, y) ≤ b} is the ball of radius b around x in the MST155

metric. We say that an edge {y, z} of T is cut by the ball BT (x, b) if dT (x, y) < b < dT (x, z).156
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Consider the set B of balls of radius r/2 around the points of N . We can subdivide5 the157

edges of T until no edge is cut by any of the balls of B. Note that the subdivisions do not158

change the total weight of T nor the distances between the original points of X.159

If both the endpoints of an edge e belong to the ball B, we say that the edge e is internal160

to B. By the second property of nets, and since BT (x, b) ⊆ BX(x, b), the set of internal161

edges corresponding to the balls B are disjoint. On the other hand, as the tree is connected,162

the weight of the internal edges in each ball must be at least r/2. As the total weight is163

bounded by L, the claim follows. J164

165

Stochastic Decompositions. Consider a partition P of X into disjoint clusters. For166

x ∈ X, we denote by P(x) the cluster P ∈ P that contains x. A partition P is ∆-bounded167

if for every P ∈ P, diam(P ) ≤ ∆. If a pair of points x, y belong to the same cluster, i.e.168

P(x) = P(y), we say that they are clustered together by P.169

I Definition 2. For metric space (X, dX) and parameters t ≥ 1, ∆ > 0 and δ ∈ [0, 1], a170

distribution D over partitions of X is called a (t,∆, δ)-decomposition, if it fulfills the following171

properties.172

Every P ∈ supp(D) is t ·∆-bounded.173

For every x, y ∈ X such that dX(x, y) ≤ ∆, PrD [P(x) = P(y)] ≥ δ.174

A metric is (t, δ)-decomposable, where δ = δ(|X|, t), if it admits a (t,∆, δ)-decomposition for175

any ∆ > 0. A family of metrics is (t, δ)-decomposable if each member (X, dX) in the family176

is (t, δ)-decomposable.177

We observe that if a metric (X, dX) is (t, δ(|X|, t))-decomposable, then also every178

sub-metric Y ⊆ X is (t, δ(|X|, t))-decomposable. In some cases Y is also (t, δ(|Y |, t))-179

decomposable (we will exploit these improved decompositions for subsets of `p). The180

following claim argues that sampling O( logn
δ ) partitions suffices to guarantee that every pair181

is clustered at least once.182

I Claim 3. Let (X, dX) be a metric space which admits a (t,∆, δ)-decomposition, and let183

N ⊆ X be of size |N | = n. Then there is a set {P1, . . . ,Pϕ} of t ·∆-bounded partitions of N ,184

where ϕ = 2 lnn
δ , such that every pair x, y ∈ N at distance at most ∆ is clustered together185

by at least one of the Pi.186

Proof. Let {P1, . . . ,Pϕ} be i.i.d partitions drawn from the (t,∆, δ)-decomposition of X.187

Consider a pair x, y ∈ N at distance at most ∆. The probability that x, y are not clustered188

in any of the partitions is bounded by189

Pr [∀i, Pi(x) 6= Pi(y)] ≤ (1− δ)(2 lnn)/δ ≤ 1
n2 .190

The claim now follows by the union bound. J191

3 Light Spanner Construction192

In this section we present a generalized version of the algorithm of [34], depicted in Algorithm 1.193

The differences in execution and analysis are: (1) Our construction applies to general194

5 To subdivide an edge e = {x, y} of weight w the following steps are taken: (1) Delete the edge e. (2)
Add a new vertex ve. (3) Add two new edges {x, ve}, {ve, y} with weights α ·w and (1−α) ·w for some
α ∈ (0, 1).

ESA 2018
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decomposable metric spaces – we use decompositions rather than LSH schemes. (2) We195

analyze the lightness of the resulting spanners. (3) We achieve stretch t · (2 + ε) rather than196

O(t).197

The basic idea is as follows. For every weight scale ∆i = (1 + ε)i, construct a sequence198

of t ·∆i-bounded partitions P1, . . . ,Pϕ such that every pair x, y at distance ≤ ∆i will be199

clustered together at least once. Then, for each j ∈ [ϕ] and every cluster P ∈ Pj , we pick an200

arbitrary root vertex vP ∈ P , and add to our spanner edges from vP to all the points in P .201

This ensures stretch 2t · (1 + ε) for all pairs with dX(x, y) ∈ [(1− ε)∆i,∆i]. Thus, repeating202

this procedure on all scales i = 1, 2, . . . provides a spanner with stretch 2t · (1 + ε).203

However, the weight of the spanner described above is unbounded. In order to address204

this problem at scale ∆i, instead of taking the partitions over all points, we partition only205

the points of an ε∆i-net. The stretch is still small: x, y at distance ∆i will have nearby net206

points x̃, ỹ. Then, a combination of newly added edges with older ones will produce a short207

path between x to y. The bound on the lightness will follow from the observation that the208

number of net points is bounded with respect to the MST weight.209

I Theorem 4. Let (X, dX) be a (t, δ)-decomposable n-point metric space. Then for every ε ∈210

(0, 1/8), there is a t·(2+ε)-spanner for X with lightness Oε
(
t
δ · log2 n

)
and Oε

(
n
δ · logn · log t

)
211

edges.212

Algorithm 1 H = Spanner-From-Decompositions((X, dX), t, ε)
1: Let N0 ⊇ N1 ⊇ · · · ⊇ Nlog1+ε L be a hierarchical net, where Ni is ε ·∆i = ε · (1 + ε)i-net

of (X, dX).
2: for i ∈

{
0, 1, . . . , log1+ε L

}
do

3: For parameters ∆ = (1 + 2ε)∆i and t, let P1, . . . ,Pϕi be the set of t · ∆-bounded
partitions guaranteed by Claim 3 on the set Ni.

4: for j ∈ {1, . . . , ϕi} and P ∈ Pj do
5: Let vP ∈ P be an arbitrarily point.
6: Add to H an edge from every point x ∈ P \ {vP } to vP .
7: end for
8: end for
9: return H.

Proof. We will prove stretch t · (2 +O(ε)) instead of t · (2 + ε). This is good enough, as post213

factum we can scale ε accordingly.214

215

Stretch Bound. Let c > 1 be a constant (to be determined later). Consider a pair216

x, y ∈ X such that (1 + ε)i−1 < dX(x, y) ≤ (1 + ε)i. We will assume by induction that every217

pair x′, y′ at distance at most (1 + ε)i−1 already enjoys stretch at most α = t · (2 + c · ε) in218

H. Set ∆i = (1 + ε)i, and let x̃, ỹ ∈ Ni be net points such that dX(x, x̃), dX(y, ỹ) ≤ ε ·∆i.219

By the triangle inequality dX(x̃, ỹ) ≤ (1 + 2ε) ·∆i = ∆. Therefore there is a t ·∆-bounded220

partition P constructed at round i such that P(x̃) = P(ỹ). In particular, there is a center221

vertex v = vP(x̃) such that both {x̃, v} , {ỹ, v} were added to the spanner H. Using the222
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induction hypothesis on the pairs {x, x̃} and {y, ỹ}, we conclude223

dH (x, y) ≤ dH (x, x̃) + dH (x̃, v) + dH (v, ỹ) + dH (ỹ, y)224

≤ α · ε∆i + (1 + 2ε)t∆i + (1 + 2ε)t∆i + α · ε∆i225

(∗)
<

α

1 + ε
·∆i ≤ α · dX (x, y) ,226

227

where the inequality (∗) follows as 2(1 + 2ε)t < α( 1
1+ε − 2ε) for large enough constant c,228

using that ε < 1/8.229

230

Sparsity bound. For a point x ∈ X, let sx be the maximal index such that x ∈ Nsx . Note231

that the number of edges in our spanner is not affected by the choice of “cluster centers" in232

line 5 in Algorithm 1. Therefore, the edge count will be still valid if we assume that vP ∈ P233

is the vertex y with maximal value sy among all vertices in P .234

Consider an edge {x, y} added during the i’s phase of the algorithm. Necessarily x, y ∈ Ni,235

and x, y belong to the same cluster P of a partition Pj . W.l.o.g, y = vP , in particular236

sx ≤ sy. The edge {x, y} will be charged upon x. Since the partitions at level i are t ·∆237

bounded, we have that dX(x, y) ≤ t · ∆ = t · (1 + 2ε) · (1 + ε)i. Hence, for i′ such that238

ε · (1 + ε)i′ > t · (1 + 2ε) · (1 + ε)i, i.e. i′ > i+Oε(log t), the points x, y cannot both belong to239

Ni′ . As sx ≤ sy, it must be that x /∈ Ni′ . We conclude that x can be charged in at most240

Oε (log t) different levels. As in level i each vertex is charged for at most ϕi ≤ O( logn
δ ) edges,241

the total charge for each vertex is bounded by Oε( logn·log t
δ ).242

243

Lightness bound. Consider the scale ∆i = (1 + ε)i. As Ni is an ε · ∆i-net, Claim 1244

implies that Ni has size ni ≤ 2L
ε·∆i

, and in any case at most n. In that scale, we constructed245

ϕi = 2
δ logni ≤ 2

δ logn partitions, adding at most ni edges per partition. The weight of each246

edge added in this scale is bounded by O(t ·∆i).247

Let H1 consist of all the edges added in scales i ∈ {log1+ε
L
n , . . . , log1+ε L}, while H2248

consist of edges added in the lower scales. Note that H = H1 ∪H2.249

w (H1) ≤
∑

i∈{log1+ε
L
n ,...,log1+ε L}

O (t ·∆i) · ni · ϕi250

= O

 t

δ
· logn ·

∑
i∈{log1+ε

L
n ,...,log1+ε L}

∆i ·
L

ε ·∆i

 = Oε

(
t

δ
· log2 n

)
· L .251

w (H2) ≤
∑

∆i∈Ln ·{(1+ε)−1,(1+ε)−2,...,}

O (t ·∆i) · ni · ϕi252

= O

 t

δ
· logn ·

∑
i≥1

1
(1 + ε)i

 · L = Oε

(
t

δ
· logn

)
· L .253

254

The bound on the lightness follows. J255

4 Corollaries and Extensions256

In this section we describe some corollaries of Theorem 4 for certain metric spaces, and show257

some extensions, such as improved lightness bound for normed spaces, and discuss graph258

spanners.259

ESA 2018
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4.1 High Dimensional Normed Spaces260

Here we consider the case that the given metric space (X, d) satisfies that every sub-metric261

Y ⊆ X of size |Y | = n is (t, δ)-decomposable for δ = n−β , where β = β(t) ∈ (0, 1) is a262

function of t. In such a case we are able to shave a logn factor in the lightness.263

I Theorem 5. Let (X, dX) be an n-point metric space such that every Y ⊆ X is (t, |Y |−β)-264

decomposable. Then for every ε ∈ (0, 1/8), there is a t · (2 + ε)-spanner for X with lightness265

Oε

(
t
β · n

β · logn
)
and sparsity Oε

(
n1+β · logn · log t

)
.266

Proof. Using the same Algorithm 1, the analysis of the stretch and sparsity from Theorem 4267

is still valid, since the number partitions taken in each scale is smaller than in Theorem 4.268

Recall that in scale i we set ∆i = (1+ε)i, and the size of the ε ·∆i-net Ni is ni ≤ max{ 2L
ε∆i

, n}.269

The difference from the previous proof is that Ni is (t, n−βi )-decomposable, so the number of270

partitions taken is ϕi = O(nβi logni). In each partition we might add at most one edge per271

net point, and the weight of this edge is O(t ·∆i). We divide the edges of H to H1 and H2,272

and bound the weight of H2 as above (using that ni ≤ n). For H1 we get,273

w (H1) ≤
∑

i∈{log1+ε
L
n ,...,log1+ε L}

O (t ·∆i) · ni · ϕi274

= O

t · ∑
i∈{log1+ε

L
n ,...,log1+ε L}

∆i ·
L

ε ·∆i
·
(

L

ε ·∆i

)β
log L

ε ·∆i

275

= Oε

t · ∑
i∈{log1+ε

L
n ,...,log1+ε L}

(
L

∆i

)β
· log L

∆i

 · L276

= Oε

t · ∑
i∈{0,...,log1+ε n}

(i+ 1) ·
(

(1 + ε)β
)i · L .277

278

Set the function f(x) =
∑k
i=0 (i+ 1) ·xi, on the domain (1,∞), with parameter k = log1+ε n.279

Then,280

f(x) =
(∫

fdx

)′
=
(

k∑
i=0

xi+1

)′
=
(
xk+2 − x
x− 1

)′
281

=
(
(k + 2)xk+1 − 1

)
(x− 1)−

(
xk+2 − x

)
(x− 1)2 ≤ (k + 2)xk+1

x− 1 .282

283

Hence,284

w (H1) = Oε
(
t · f

(
(1 + ε)β

))
· L285

= Oε

t · log1+ε n ·
(

(1 + ε)β
)log1+ε n

(1 + ε)β − 1

 · L = Oε

(
t

β
· nβ · logn

)
· L .286

287

We conclude that the lightness of H is bounded by Oε
(
t
β · n

β · logn
)
. J288
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In Section 5 we will show that any n-point Euclidean metric is (t, n−O(1/t2))-decomposable,289

and that for fixed p ∈ (1, 2), any n-point subset of `p is (t, n−O( log2 t/tp))-decomposable. The290

following corollaries are implied by Theorem 5 (rescaling t by a constant factor allows us to291

remove the O(·) term in the exponent of n, while obtaining stretch O(t)).292

I Corollary 6. For a set X of n points in Euclidean space, t > 1, there is an O(t)-spanner293

with lightness O
(
t3 · n1/t2 · logn

)
and O

(
n1+1/t2 · logn · log t

)
edges.294

I Corollary 7. For a constant p ∈ (1, 2) and a set X of n points in `p space, there is an295

O(t)-spanner with lightness O
(
t1+p

log2 t
· n log2 t/tp · logn

)
and O

(
n1+ log2 t/tp · logn · log t

)
edges.296

I Remark. Corollary 6 applies for a set of points X ⊆ Rd, where the dimension d is297

arbitrarily large. If d = o(logn) we can obtain improved spanners. Specifically, n-point298

subsets of d-dimensional Euclidean space are (O(t), 2−d/t2 )-decomposable (see Section 6).299

Applying Theorem 4 we obtain an O(t)-spanner with lightness Oε
(
t · 2d/t2 · log2 n

)
and300

Oε
(
n · 2d/t2 · logn · log t

)
edges.301

4.2 Doubling Metrics302

It was shown in [1] that metrics with doubling constant λ are (t, λ−O(1/t))-decomposable (the303

case t = Θ(log λ) was given by [33]). Therefore, Theorem 4 implies:304

I Corollary 8. For every metric space (X, dX) with doubling constant λ, and t ≥ 1, there305

exist an O(t)-spanner with lightness O
(
t · log2 n · λ1/t

)
and O

(
n · λ1/t · logn · log t

)
edges.306

4.3 Graph Spanners307

In the case where the input is a graph G, it is natural to require that the spanner will308

be a graph-spanner, i.e., a subgraph of G. Given a (metric) spanner H, one can define a309

graph-spanner H ′ by replacing every edge {x, y} ∈ H with the shortest path from x to y310

in G. It is straightforward to verify that the stretch and lightness of H ′ are no larger than311

those of H (however, the number of edges may increase).312

Consider a graph G with genus g. In [3] it was shown that (the shortest path metric of)313

G is
(
t, g−O(1/t))-decomposable. Furthermore, graphs with genus g have O(n+ g) edges [32],314

so any graph-spanner will have at most so many edges. By Theorem 4 we have:315

I Corollary 9. Let G be a weighted graph on n vertices with genus g. Given a parameter316

t ≥ 1, there exist an O(t)-graph-spanner of G with lightness O
(
t · log2 n · g1/t

)
and O(n+ g)317

edges.318

For general graphs, the transformation to graph-spanners described above may arbitrarily319

increase the number of edges (in fact, it will be bounded by O(
√
|EH | ·n), [20]). Nevertheless,320

if we have a strong-decomposition, we can modify Algorithm 1 to produce a sparse spanner. In321

a graph G = (X,E), the strong-diameter of a cluster A ⊆ X is maxv,u∈A dG[A](v, u), where322

G[A] is the induced graph by A (as opposed to weak diameter, which is computed w.r.t the323

original metric distances). A partition P of X is ∆-strongly-bounded if the strong diameter324

of every P ∈ P is at most ∆. A distribution D over partitions of X is (t,∆, δ)-strong-325

decomposition, if it is (t,∆, δ)-decomposition and in addition every partition P ∈ supp(D) is326

∆-strongly-bounded. A graph G is (t, δ)-strongly-decomposable, if for every ∆ > 0, the graph327

admits a (∆, t ·∆, δ)-strong-decomposition.328
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I Theorem 10. Let G = (V,E,w) be a (t, δ)-strongly-decomposable, n-vertex graph with329

aspect ratio Λ = maxe∈E w(e)
mine∈E w(e) . Then for every ε ∈ (0, 1), there is a t · (2 + ε)-graph-spanner330

for G with lightness Oε
(
t
δ · log2 n

)
and Oε(nδ · logn · log Λ) edges.331

Proof. We will execute Algorithm 1 with several modifications:332

1. The for loop (in Line 2) will go over scales i ∈ {0, . . . , log1+ε Λ} (instead {0, . . . , log1+ε L}).333

2. We will use strong-decompositions instead of regular (weak) decompositions.334

3. The partitions created in Line 3 will be over the set of all vertices V , rather then only335

net points Ni (as otherwise it will be impossible to get strong diameter).336

However, the requirement from close pairs to be clustered together (at least once), is still337

applied to net points only. Similarly to Claim 3, ϕi = (2 lnni)/δ repetitions will suffice.338

4. In Line 6, we will no longer add edges from vP to all the net points in P ∈ Pj . Instead,339

for every net point x ∈ P ∩Ni, we will add a shortest path in G[P ] from vP to x. Note340

that all the edges added in all the clusters constitute a forest. Thus we add at most n341

edges per partition.342

We now prove the stretch, sparsity and lightness of the resulting spanner.343

344

Stretch. By the triangle inequality, it is enough to show small stretch guarantee only345

for edges (that is, only for x, y ∈ V s.t. {x, y} ∈ E.) As we assumed that the minimal346

distance is 1, all the weights are within [1,Λ]. In particular, every edge {x, y} ∈ E has347

weight (1 + ε)i−1 < w ≤ (1 + ε)i for i ∈ {0, . . . , log1+ε Λ}. The rest of the analysis is similar348

to Theorem 4, with the only difference being that we use a path from vP to x̃ rather than349

the edge {x̃, vP }. This is fine since we only require that the length of this path is at most350

(t · (1 + 2ε) ·∆), which is guaranteed by the strong diameter of clusters.351

352

Sparsity. We have Oε(log Λ) scales. In each scale we had at most ϕi ≤ 2
δ logn partitions,353

where for each partition we added at most n edges. The bound on the sparsity follows.354

355

Lightness. Consider scale i. We have ni net points. For each net point we added at most356

one shortest path of weight at most O(t ·∆i) (as each cluster is O(t ·∆i)-strongly bounded).357

As the number of partitions is ϕi, the total weight of all edges added at scale i is bounded358

by O(t ·∆i) · ni · ϕi. The rest of the analysis follows by similar lines to Theorem 4 (noting359

that Λ < L). J360

5 LSH Induces Decompositions361

In this section, we prove that LSH (locality sensitive hashing) induces decompositions. In362

particular, using the LSH schemes of [5, 46], we will get decompositions for `2 and `p spaces,363

1 < p < 2.364

I Definition 11. (Locality-Sensitive-Hashing) Let H be a family of hash functions mapping365

a metric (X, dX) to some universe U . We say that H is (r, cr, p1, p2)-sensitive if for every366

pair of points x, y ∈ X, the following properties are satisfied:367

1. If dX(x, y) ≤ r then Prh∈H [h(x) = h(y)] ≥ p1.368

2. If dX(x, y) > cr then Prh∈H [h(x) = h(y)] ≤ p2.369

Given an LSH, its parameter is γ = log 1/p1

log 1/p2
. We will implicitly always assume that370

p1 ≥ n−γ (n = |X|), as indeed will occur in all the discussed settings. Andoni and Indyk [5]371

showed that for Euclidean space (`2), and large enough t > 1, there is an LSH with parameter372
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γ = O
( 1
t2

)
. Nguyen [46], showed that for constant p ∈ (1, 2), and large enough t > 1, there373

is an LSH for `p, with parameter γ = O
(

log2 t
tp

)
. We start with the following claim.374

I Claim 12. Let (X, dX) be a metric space, such that for every r > 0, there is an375

(r, t · r, p1, p2)-sensitive LSH family with parameter γ. Then there is an
(
r, t · r, n−O(γ), n−2)-376

sensitive LSH family for X.377

Proof. Set k =
⌈
log 1

p2
n2
⌉
≤ O(logn)

log 1
p2

, and let H be the promised (r, t ·r, p1, p2)-sensitive LSH378

family. We define an LSH family H ′ as follows. In order to sample h ∈ H ′, pick h1, . . . , hk379

uniformly and independently at random from H. The hash function h is defined as the380

concatenation of h1, . . . , hk. That is, h(x) = (h1(x), . . . , hk(x)).381

For x, y ∈ X such that dX(x, y) ≥ t · r it holds that382

Pr [h(x) = h(y)] = Πi Pr [hi(x) = hi(y)] ≤ pk2 ≤ n−2 .383

On the other hand, for x, y ∈ X such that dX(x, y) ≤ r, it holds that384

Pr [h(x) = h(y)] = Πi Pr [hi(x) = hi(y)] ≥ pk1 = 2
− log 1

p1
·O(logn)

log 1
p2 = n−O(γ) .385

J386

I Lemma 13. Let (X, dX) be a metric space, such that for every r > 0, there is a (r, t ·387

r, p1, p2)-sensitive LSH family with parameter γ. Then (X, dX) is (t, n−O(γ))-decomposable.388

Proof. Let H ′ be an
(
r, tr, n−O(γ), n−2)-sensitive LSH family, given by Claim 12. We will use389

H ′ in order to construct a decomposition forX. Each hash function h ∈ H ′ induces a partition390

Ph, by clustering all points with the same hash value, i.e. Ph(x) = Ph(y) ⇐⇒ h(x) = h(y).391

However, in order to ensure that our partition will be t · r-bounded, we modify it slightly.392

For x ∈ X, if there is a y ∈ Ph(x) with dX(x, y) > t · r, remove x from Ph(x), and create393

a new cluster {x}. Denote by P ′h the resulting partition. P ′h is clearly t · r-bounded, and394

we argue that every pair x, y at distance at most r is clustered together with probability at395

least n−O(γ). Denote by χx (resp., χy) the probability that x (resp., y) was removed from396

Ph(x) (resp., Ph(y)). By the union bound on the at most n points in Ph(x), we have that397

both χx, χy ≤ 1/n. We conclude398

Pr
P′
h

[P ′h(x) = P ′h(y)] ≥ Pr
h∼H

[h(x) = h(y)]− Pr
h

[χx ∨ χy] ≥ n−O(γ) − 2
n

= n−O(γ) .399

J400

Using [5], Lemma 13 implies that `2 is (t, n−O(1/t2))-decomposable. Moreover, using [46]401

for constant p ∈ (1, 2), Lemma 13 implies that `p is (t, n−O( log2 t/tp))-decomposable.402

6 Decomposition for d-Dimensional Euclidean Space403

In Section 5, using a reduction from LSH, we showed that `2 is (t, n−O(1/t2))-decomposable.404

Here, we will show that for dimension d = o(logn), using a direct approach, better decom-405

position could be constructed.406

Denote by Bd(x, r) the d dimensional ball of radius r around x (w.r.t `2 norm). Vd(r)407

denotes the volume of Bd(x, r) (note that the center here is irrelevant). Denote by Cd(u, r)408

the volume of the intersection of two balls of radius r, the centers of which are at distance u409

(i.e. for ‖x− y‖2 = u, Cd(u, r) denotes the volume of Bd(x, r) ∩Bd(y, r)). We will use the410

following lemma which was proved in [5] (based on a lemma from [27]).411

ESA 2018



29:12 Light Spanners for High Dimensional Norms via Stochastic Decompositions

I Lemma 14. ([5]) For any d ≥ 2 and 0 ≤ u ≤ r412

Ω
(

1√
d

)
·
(

1−
(u
r

)2
) d

2

≤ Cd(u, r)
Vd(r)

≤
(

1−
(u
r

)2
) d

2

.413

Using Lemma 14, we can construct better decompositions:414

I Lemma 15. For every d ≥ 2 and 2 ≤ t ≤
√

2d/ln d, `d2 is O(t, 2−O( d
t2

))-decomposable.415

Proof. Consider a set X of n points in `d2, and fix r > 0. Let B be some box which includes all416

of X and such that each x ∈ X is at distance at least t ·r from the boundary of B. We sample417

points s1, s2 . . . uniformly at random from B. Set Pi = BX(si, t·r2 ) \
⋃i−1
j=1BX

(
sj ,

t·r
2
)
. We418

sample points until X =
⋃
i≥1 Pi. Then, the partition will be P = {P1, P2, . . . .} (dropping419

empty clusters).420

It is straightforward that P is t·r-bounded. Thus it will be enough to prove that every pair421

x, y at distance at most r, has high enough probability to be clustered together. Let si be the422

first point sampled in Bd
(
x, t·r2

)
∪Bd

(
y, t·r2

)
. By the minimality of i, x, y /∈

⋃i−1
j=1Bd

(
sj ,

t·r
2
)

423

and thus both are yet un-clustered. If si ∈ Bd
(
x, t·r2

)
∩ Bd

(
y, t·r2

)
then both x, y join Pi424

and thus clustered together. Using Lemma 14 we conclude,425

Pr
P

[P(x) = P(y)] = Pr
[
si ∈ Bd

(
x,
t · r
2

)
∩Bd

(
y,
t · r
2

)
426

∣∣∣si is first in Bd(x, t · r2

)
∪Bd

(
y,
t · r
2

)]
427

≥
Cd(‖x− y‖2, t·r2 )

2 · Vd( t·r2 )
428

= Ω
(

1√
d

)(
1−

(
‖x− y‖2

t·r
2

)2
) d

2

429

= Ω
(

1√
d

)(
1− 4

t2

) d
2

430

= Ω
(
e−

2d
t2
− 1

2 ln d
)

= 2−O(d/t2) .431
432

J433

7 Acknowledgments434

We would like to thank an anonymous reviewer for useful comments.435

References436

1 Ittai Abraham, Yair Bartal, and Ofer Neiman. Advances in metric embedding theory.437

Advances in Mathematics, 228(6):3026 – 3126, 2011. URL: http://www.sciencedirect.438

com/science/article/pii/S000187081100288X, doi:10.1016/j.aim.2011.08.003.439

2 Ittai Abraham, Shiri Chechik, Michael Elkin, Arnold Filtser, and Ofer Neiman. Ramsey440

spanning trees and their applications. In Proceedings of the Twenty-Ninth Annual ACM-441

SIAM Symposium on Discrete Algorithms, SODA 2018, New Orleans, Louisiana, USA,442

January 7-10, 2018.443

http://www.sciencedirect.com/science/article/pii/S000187081100288X
http://www.sciencedirect.com/science/article/pii/S000187081100288X
http://www.sciencedirect.com/science/article/pii/S000187081100288X
http://dx.doi.org/10.1016/j.aim.2011.08.003


A. Filtser and O. Neiman 29:13

3 Ittai Abraham, Cyril Gavoille, Anupam Gupta, Ofer Neiman, and Kunal Talwar. Cops,444

robbers, and threatening skeletons: padded decomposition for minor-free graphs. In Sym-445

posium on Theory of Computing, STOC 2014, New York, NY, USA, May 31 - June446

03, 2014, pages 79–88, 2014. URL: http://doi.acm.org/10.1145/2591796.2591849,447

doi:10.1145/2591796.2591849.448

4 Ingo Althöfer, Gautam Das, David P. Dobkin, Deborah Joseph, and José Soares. On sparse449

spanners of weighted graphs. Discrete & Computational Geometry, 9:81–100, 1993. URL:450

https://doi.org/10.1007/BF02189308, doi:10.1007/BF02189308.451

5 Alexandr Andoni and Piotr Indyk. Near-optimal hashing algorithms for approximate452

nearest neighbor in high dimensions. In 47th Annual IEEE Symposium on Foundations453

of Computer Science (FOCS 2006), 21-24 October 2006, Berkeley, California, USA, Pro-454

ceedings, pages 459–468, 2006. URL: https://doi.org/10.1109/FOCS.2006.49, doi:455

10.1109/FOCS.2006.49.456

6 Baruch Awerbuch. Communication-time trade-offs in network synchronization. In Proc. of457

4th PODC, pages 272–276, 1985.458

7 Baruch Awerbuch. Complexity of network synchronization. J. ACM, 32(4):804–823, Octo-459

ber 1985. URL: http://doi.acm.org/10.1145/4221.4227, doi:10.1145/4221.4227.460

8 Baruch Awerbuch, Alan E. Baratz, and David Peleg. Cost-sensitive analysis of commu-461

nication protocols. In Proceedings of the Ninth Annual ACM Symposium on Principles of462

Distributed Computing, Quebec City, Quebec, Canada, August 22-24, 1990, pages 177–187,463

1990. URL: http://doi.acm.org/10.1145/93385.93417, doi:10.1145/93385.93417.464

9 Baruch Awerbuch, Alan E. Baratz, and David Peleg. Efficient broadcast and light-weight465

spanners. Manuscript, 1991.466

10 Y. Bartal. Probabilistic approximations of metric spaces and its algorithmic applications.467

In Proc. of 37th FOCS, pages 184–193, 1996.468

11 Punyashloka Biswal, James R. Lee, and Satish Rao. Eigenvalue bounds, spectral partition-469

ing, and metrical deformations via flows. J. ACM, 57(3), 2010.470

12 Glencora Borradaile, Hung Le, and Christian Wulff-Nilsen. Greedy spanners are optimal471

in doubling metrics. CoRR, abs/1712.05007, 2017. URL: http://arxiv.org/abs/1712.472

05007, arXiv:1712.05007.473

13 Glencora Borradaile, Hung Le, and Christian Wulff-Nilsen. Minor-free graphs have light474

spanners. In 58th IEEE Annual Symposium on Foundations of Computer Science, FOCS475

2017, Berkeley, CA, USA, October 15-17, 2017, pages 767–778, 2017. URL: https://doi.476

org/10.1109/FOCS.2017.76, doi:10.1109/FOCS.2017.76.477

14 R. Braynard, D. Kostic, A. Rodriguez, J. Chase, and A. Vahdat. Opus: an overlay peer478

utility service. In Prof. of 5th OPENARCH, 2002.479

15 Gruia Calinescu, Howard Karloff, and Yuval Rabani. Approximation algorithms for the480

0-extension problem. SIAM J. Comput., 34(2):358–372, February 2005. URL: http://dx.481

doi.org/10.1137/S0097539701395978, doi:10.1137/S0097539701395978.482

16 P. B. Callahan and S. R. Kosaraju. A decomposition of multi-dimensional point-sets with483

applications to k-nearest-neighbors and n-body potential fields. In Proc. of 24th STOC,484

pages 546–556, 1992.485

17 B. Chandra, G. Das, G. Narasimhan, and J. Soares. New sparseness results on graph486

spanners. Int. J. Comput. Geometry Appl., 5:125–144, 1995.487

18 Shiri Chechik and Christian Wulff-Nilsen. Near-optimal light spanners. In Proc. of 27th488

SODA, pages 883–892, 2016.489

19 Edith Cohen. Fast algorithms for constructing t-spanners and paths with stretch t. SIAM490

J. Comput., 28(1):210–236, 1998. URL: https://doi.org/10.1137/S0097539794261295,491

doi:10.1137/S0097539794261295.492

ESA 2018

http://doi.acm.org/10.1145/2591796.2591849
http://dx.doi.org/10.1145/2591796.2591849
https://doi.org/10.1007/BF02189308
http://dx.doi.org/10.1007/BF02189308
https://doi.org/10.1109/FOCS.2006.49
http://dx.doi.org/10.1109/FOCS.2006.49
http://dx.doi.org/10.1109/FOCS.2006.49
http://dx.doi.org/10.1109/FOCS.2006.49
http://doi.acm.org/10.1145/4221.4227
http://dx.doi.org/10.1145/4221.4227
http://doi.acm.org/10.1145/93385.93417
http://dx.doi.org/10.1145/93385.93417
http://arxiv.org/abs/1712.05007
http://arxiv.org/abs/1712.05007
http://arxiv.org/abs/1712.05007
http://arxiv.org/abs/1712.05007
https://doi.org/10.1109/FOCS.2017.76
https://doi.org/10.1109/FOCS.2017.76
https://doi.org/10.1109/FOCS.2017.76
http://dx.doi.org/10.1109/FOCS.2017.76
http://dx.doi.org/10.1137/S0097539701395978
http://dx.doi.org/10.1137/S0097539701395978
http://dx.doi.org/10.1137/S0097539701395978
http://dx.doi.org/10.1137/S0097539701395978
https://doi.org/10.1137/S0097539794261295
http://dx.doi.org/10.1137/S0097539794261295


29:14 Light Spanners for High Dimensional Norms via Stochastic Decompositions

20 Don Coppersmith and Michael Elkin. Sparse sourcewise and pairwise distance preserv-493

ers. SIAM J. Discrete Math., 20(2):463–501, 2006. URL: https://doi.org/10.1137/494

050630696, doi:10.1137/050630696.495

21 Gautam Das, Paul J. Heffernan, and Giri Narasimhan. Optimally sparse spanners in496

3-dimensional euclidean space. In Proceedings of the Ninth Annual Symposium on Com-497

putational GeometrySan Diego, CA, USA, May 19-21, 1993, pages 53–62, 1993. URL:498

http://doi.acm.org/10.1145/160985.160998, doi:10.1145/160985.160998.499

22 Amin Vahdat Dejan Kostic. Latency versus cost optimizations in hierarchical overlay net-500

works. Technical report, Duke University, (CS-2001-04), 2002.501

23 Michael Elkin. Computing almost shortest paths. ACM Trans. Algorithms, 1(2):283–323,502

2005. URL: http://doi.acm.org/10.1145/1103963.1103968, doi:10.1145/1103963.503

1103968.504

24 Michael Elkin, Ofer Neiman, and Shay Solomon. Light spanners. In Proc. of 41th ICALP,505

pages 442–452, 2014.506

25 Michael Elkin and Jian Zhang. Efficient algorithms for constructing (1+epsilon,507

beta)-spanners in the distributed and streaming models. Distributed Computing,508

18(5):375–385, 2006. URL: https://doi.org/10.1007/s00446-005-0147-2, doi:10.509

1007/s00446-005-0147-2.510

26 Jittat Fakcharoenphol, Satish Rao, and Kunal Talwar. A tight bound on approximating511

arbitrary metrics by tree metrics. In Proceedings of the thirty-fifth annual ACM sym-512

posium on Theory of computing, STOC ’03, pages 448–455, New York, NY, USA, 2003.513

ACM. URL: http://doi.acm.org/10.1145/780542.780608, doi:http://doi.acm.org/514

10.1145/780542.780608.515

27 Uriel Feige and Gideon Schechtman. On the optimality of the random hyperplane rounding516

technique for max cut. Random Struct. Algorithms, 20(3):403–440, May 2002. URL: http:517

//dx.doi.org/10.1002/rsa.10036, doi:10.1002/rsa.10036.518

28 Joan Feigenbaum, Sampath Kannan, Andrew McGregor, Siddharth Suri, and Jian Zhang.519

Graph distances in the streaming model: the value of space. In Proc. of 16th SODA, pages520

745–754, 2005.521

29 Arnold Filtser and Shay Solomon. The greedy spanner is existentially optimal. In Proceed-522

ings of the 2016 ACM Symposium on Principles of Distributed Computing, PODC 2016,523

Chicago, IL, USA, July 25-28, 2016, pages 9–17, 2016. URL: http://doi.acm.org/10.524

1145/2933057.2933114, doi:10.1145/2933057.2933114.525

30 Lee-Ad Gottlieb. A light metric spanner. In Proc. of 56th FOCS, pages 759–772, 2015.526

31 Michelangelo Grigni. Approximate TSP in graphs with forbidden minors. In Proc. of 27th527

ICALP, pages 869–877, 2000.528

32 Jonathan L. Gross and Thomas W. Tucker. Topological Graph Theory. Wiley-Interscience,529

New York, NY, USA, 1987.530

33 Anupam Gupta, Robert Krauthgamer, and James R. Lee. Bounded geometries, fractals,531

and low-distortion embeddings. In Proc. of 44th FOCS, pages 534–543, 2003.532

34 Sariel Har-Peled, Piotr Indyk, and Anastasios Sidiropoulos. Euclidean spanners in high533

dimensions. In Proceedings of the Twenty-Fourth Annual ACM-SIAM Symposium on Dis-534

crete Algorithms, SODA 2013, New Orleans, Louisiana, USA, January 6-8, 2013, pages535

804–809, 2013. URL: https://doi.org/10.1137/1.9781611973105.57, doi:10.1137/1.536

9781611973105.57.537

35 Sariel Har-Peled and Manor Mendel. Fast construction of nets in low-dimensional metrics538

and their applications. SIAM J. Comput., 35(5):1148–1184, 2006. URL: https://doi.539

org/10.1137/S0097539704446281, doi:10.1137/S0097539704446281.540

36 Jonathan A. Kelner, James R. Lee, Gregory N. Price, and Shang-Hua Teng. Higher eigen-541

values of graphs. In FOCS, pages 735–744, 2009.542

https://doi.org/10.1137/050630696
https://doi.org/10.1137/050630696
https://doi.org/10.1137/050630696
http://dx.doi.org/10.1137/050630696
http://doi.acm.org/10.1145/160985.160998
http://dx.doi.org/10.1145/160985.160998
http://doi.acm.org/10.1145/1103963.1103968
http://dx.doi.org/10.1145/1103963.1103968
http://dx.doi.org/10.1145/1103963.1103968
http://dx.doi.org/10.1145/1103963.1103968
https://doi.org/10.1007/s00446-005-0147-2
http://dx.doi.org/10.1007/s00446-005-0147-2
http://dx.doi.org/10.1007/s00446-005-0147-2
http://dx.doi.org/10.1007/s00446-005-0147-2
http://doi.acm.org/10.1145/780542.780608
http://dx.doi.org/http://doi.acm.org/10.1145/780542.780608
http://dx.doi.org/http://doi.acm.org/10.1145/780542.780608
http://dx.doi.org/http://doi.acm.org/10.1145/780542.780608
http://dx.doi.org/10.1002/rsa.10036
http://dx.doi.org/10.1002/rsa.10036
http://dx.doi.org/10.1002/rsa.10036
http://dx.doi.org/10.1002/rsa.10036
http://doi.acm.org/10.1145/2933057.2933114
http://doi.acm.org/10.1145/2933057.2933114
http://doi.acm.org/10.1145/2933057.2933114
http://dx.doi.org/10.1145/2933057.2933114
https://doi.org/10.1137/1.9781611973105.57
http://dx.doi.org/10.1137/1.9781611973105.57
http://dx.doi.org/10.1137/1.9781611973105.57
http://dx.doi.org/10.1137/1.9781611973105.57
https://doi.org/10.1137/S0097539704446281
https://doi.org/10.1137/S0097539704446281
https://doi.org/10.1137/S0097539704446281
http://dx.doi.org/10.1137/S0097539704446281


A. Filtser and O. Neiman 29:15

37 Philip N. Klein, Serge A. Plotkin, and Satish Rao. Excluded minors, network decomposition,543

and multicommodity flow. In STOC, pages 682–690, 1993.544

38 Robert Krauthgamer, James R. Lee, Manor Mendel, and Assaf Naor. Measured des-545

cent: A new embedding method for finite metrics. In Proceedings of the 45th Annual546

IEEE Symposium on Foundations of Computer Science, pages 434–443, Washington, DC,547

USA, 2004. IEEE Computer Society. URL: http://portal.acm.org/citation.cfm?id=548

1032645.1033199, doi:10.1109/FOCS.2004.41.549

39 J. R. Lee and A. Naor. Extending lipschitz functions via random metric partitions. Inven-550

tiones Mathematicae, 160(1):59–95, 2005.551

40 James R. Lee and Anastasios Sidiropoulos. Genus and the geometry of the cut graph. In552

Proceedings of the Twenty-First Annual ACM-SIAM Symposium on Discrete Algorithms,553

SODA 2010, Austin, Texas, USA, January 17-19, 2010, pages 193–201, 2010. URL: https:554

//doi.org/10.1137/1.9781611973075.18, doi:10.1137/1.9781611973075.18.555

41 Tom Leighton and Satish Rao. Multicommodity max-flow min-cut theorems and556

their use in designing approximation algorithms. J. ACM, 46:787–832, November557

1999. URL: http://doi.acm.org/10.1145/331524.331526, doi:http://doi.acm.org/558

10.1145/331524.331526.559

42 N. Linial, E. London, and Y. Rabinovich. The geometry of graphs and some of its al-560

gorithmic applications. Combinatorica, 15(2):215–245, 1995.561

43 Nathan Linial and Michael Saks. Low diameter graph decompositions. Combinatorica,562

13(4):441–454, 1993. (Preliminary version in 2nd SODA, 1991).563

44 Manor Mendel and Assaf Naor. Ramsey partitions and proximity data structures. Journal564

of the European Mathematical Society, 9(2):253–275, 2007.565

45 Giri Narasimhan and Michiel H. M. Smid. Geometric spanner networks. Cambridge Uni-566

versity Press, 2007.567

46 Huy L. Nguyen. Approximate nearest neighbor search in `p. CoRR, abs/1306.3601, 2013.568

URL: http://arxiv.org/abs/1306.3601, arXiv:1306.3601.569

47 David Peleg. Proximity-preserving labeling schemes and their applications. In Graph-570

Theoretic Concepts in Computer Science, 25th International Workshop, WG ’99, Ascona,571

Switzerland, June 17-19, 1999, Proceedings, pages 30–41, 1999. URL: https://doi.org/572

10.1007/3-540-46784-X_5, doi:10.1007/3-540-46784-X_5.573

48 David Peleg. Distributed Computing: A Locality-Sensitive Approach. SIAM, Philadelphia,574

PA, 2000.575

49 David Peleg and Jeffrey D. Ullman. An optimal synchronizer for the hypercube. SIAM J.576

Comput., 18(4):740–747, 1989. URL: https://doi.org/10.1137/0218050, doi:10.1137/577

0218050.578

50 David Peleg and Eli Upfal. A trade-off between space and efficiency for routing tables. J.579

ACM, 36(3):510–530, 1989.580

51 Satish B. Rao. Small distortion and volume preserving embeddings for planar and Euclidean581

metrics. In SOCG, pages 300–306, 1999.582

52 L. Roditty and U. Zwick. On dynamic shortest paths problems. In Proc. of 32nd ESA,583

pages 580–591, 2004.584

53 Liam Roditty, Mikkel Thorup, and Uri Zwick. Deterministic constructions of approximate585

distance oracles and spanners. In Automata, Languages and Programming, 32nd Interna-586

tional Colloquium, ICALP 2005, Lisbon, Portugal, July 11-15, 2005, Proceedings, pages587

261–272, 2005. URL: https://doi.org/10.1007/11523468_22, doi:10.1007/11523468_588

22.589

54 J. S. Salowe. Construction of multidimensional spanner graphs, with applications to min-590

imum spanning trees. In Proc. of 7th SoCG, pages 256–261, 1991.591

ESA 2018

http://portal.acm.org/citation.cfm?id=1032645.1033199
http://portal.acm.org/citation.cfm?id=1032645.1033199
http://portal.acm.org/citation.cfm?id=1032645.1033199
http://dx.doi.org/10.1109/FOCS.2004.41
https://doi.org/10.1137/1.9781611973075.18
https://doi.org/10.1137/1.9781611973075.18
https://doi.org/10.1137/1.9781611973075.18
http://dx.doi.org/10.1137/1.9781611973075.18
http://doi.acm.org/10.1145/331524.331526
http://dx.doi.org/http://doi.acm.org/10.1145/331524.331526
http://dx.doi.org/http://doi.acm.org/10.1145/331524.331526
http://dx.doi.org/http://doi.acm.org/10.1145/331524.331526
http://arxiv.org/abs/1306.3601
http://arxiv.org/abs/1306.3601
https://doi.org/10.1007/3-540-46784-X_5
https://doi.org/10.1007/3-540-46784-X_5
https://doi.org/10.1007/3-540-46784-X_5
http://dx.doi.org/10.1007/3-540-46784-X_5
https://doi.org/10.1137/0218050
http://dx.doi.org/10.1137/0218050
http://dx.doi.org/10.1137/0218050
http://dx.doi.org/10.1137/0218050
https://doi.org/10.1007/11523468_22
http://dx.doi.org/10.1007/11523468_22
http://dx.doi.org/10.1007/11523468_22
http://dx.doi.org/10.1007/11523468_22


29:16 Light Spanners for High Dimensional Norms via Stochastic Decompositions

55 Michiel H. M. Smid. The weak gap property in metric spaces of bounded doubling592

dimension. In Efficient Algorithms, Essays Dedicated to Kurt Mehlhorn on the Oc-593

casion of His 60th Birthday, pages 275–289, 2009. URL: https://doi.org/10.1007/594

978-3-642-03456-5_19, doi:10.1007/978-3-642-03456-5_19.595

56 Kunal Talwar. Bypassing the embedding: algorithms for low dimensional metrics. In Pro-596

ceedings of the 36th Annual ACM Symposium on Theory of Computing, Chicago, IL, USA,597

June 13-16, 2004, pages 281–290, 2004. URL: http://doi.acm.org/10.1145/1007352.598

1007399, doi:10.1145/1007352.1007399.599

57 Mikkel Thorup and Uri Zwick. Compact routing schemes. In Proc. of 13th SPAA, pages600

1–10, 2001.601

58 Mikkel Thorup and Uri Zwick. Approximate distance oracles. J. ACM, 52(1):1–24,602

2005. URL: http://doi.acm.org/10.1145/1044731.1044732, doi:10.1145/1044731.603

1044732.604

59 P. M. Vaidya. A sparse graph almost as good as the complete graph on points in k605

dimensions. Discrete & Computational Geometry, 6:369–381, 1991.606

60 Jürgen Vogel, Jörg Widmer, Dirk Farin, Martin Mauve, and Wolfgang Effelsberg. Priority-607

based distribution trees for application-level multicast. In Proceedings of the 2nd Workshop608

on Network and System Support for Games, NETGAMES 2003, Redwood City, Califor-609

nia, USA, May 22-23, 2003, pages 148–157, 2003. URL: http://doi.acm.org/10.1145/610

963900.963914, doi:10.1145/963900.963914.611

61 Bang Ye Wu, Kun-Mao Chao, and Chuan Yi Tang. Light graphs with small routing612

cost. Networks, 39(3):130–138, 2002. URL: http://dx.doi.org/10.1002/net.10019, doi:613

10.1002/net.10019.614

https://doi.org/10.1007/978-3-642-03456-5_19
https://doi.org/10.1007/978-3-642-03456-5_19
https://doi.org/10.1007/978-3-642-03456-5_19
http://dx.doi.org/10.1007/978-3-642-03456-5_19
http://doi.acm.org/10.1145/1007352.1007399
http://doi.acm.org/10.1145/1007352.1007399
http://doi.acm.org/10.1145/1007352.1007399
http://dx.doi.org/10.1145/1007352.1007399
http://doi.acm.org/10.1145/1044731.1044732
http://dx.doi.org/10.1145/1044731.1044732
http://dx.doi.org/10.1145/1044731.1044732
http://dx.doi.org/10.1145/1044731.1044732
http://doi.acm.org/10.1145/963900.963914
http://doi.acm.org/10.1145/963900.963914
http://doi.acm.org/10.1145/963900.963914
http://dx.doi.org/10.1145/963900.963914
http://dx.doi.org/10.1002/net.10019
http://dx.doi.org/10.1002/net.10019
http://dx.doi.org/10.1002/net.10019
http://dx.doi.org/10.1002/net.10019

	Introduction
	Spanners
	Stochastic Decompositions
	Our Results

	Preliminaries
	Light Spanner Construction
	Corollaries and Extensions
	High Dimensional Normed Spaces
	Doubling Metrics
	Graph Spanners

	LSH Induces Decompositions
	Decomposition for d-Dimensional Euclidean Space
	Acknowledgments

