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Abstract
Large Language Models (LLMs) have spurred interest in

automatic evaluation methods for summarization, offering a
faster, more cost-effective alternative to human evaluation.
However, existing methods often fall short when applied to
complex tasks like long-context summarizations and dialogue-
based meeting summarizations. In this paper, we intro-
duce CREAM (Comparison-based Reference-free Elo-ranked
Automatic evaluation for Meeting summarization), a novel
framework that addresses the unique challenges of evaluat-
ing meeting summaries. CREAM leverages a combination of
chain-of-thought reasoning and key facts alignment to assess
conciseness and completeness of model-generated summaries
without requiring reference. By employing an ELO ranking
system, our approach provides a robust mechanism for com-
paring the quality of different models or prompt configurations.
Index Terms: speech recognition, summarization, evaluation

1. Introduction
The rapid advancement of Large Language Models (LLMs) has
significantly influenced the field of automatic evaluation for
text summarization, including meeting summarization derived
from automatic speech recognition (ASR) transcripts, making
it faster and more cost-effective compared to traditional human
evaluation [1, 2]. However, despite progress in automatic eval-
uation techniques, existing methods primarily target general-
purpose summarization tasks, which typically involve shorter,
more structured text inputs. These approaches may not be well-
suited for evaluating summaries derived from ASR transcripts,
which often contain disfluencies, speaker overlaps, and tran-
scription errors [3]. Accurately summarizing lengthy spoken
interactions is essential in NLP applications, particularly in in-
dustrial and enterprise settings. Transforming spoken discus-
sions into structured, actionable insights enhances project man-
agement, ensures compliance, and supports strategic planning.

Long-context meeting transcripts and their summarization
pose challenges that current evaluation metrics fail to address
[3]. Unlike text-based documents, ASR-generated transcripts
introduce additional complexity due to errors in recognition, a
lack of punctuation, and difficulties in speaker attribution. Ad-
ditionally, issues like the “middle curse” [4, 5]—where mod-
els neglect middle sections of long transcripts—further high-
light the limitations of general-purpose summarization metrics.
This raises critical questions about the effectiveness of exist-
ing evaluation methods for meeting summarization, a hypothe-
sis we thoroughly examine in this work. Our findings reveal that
current LLM-based evaluators struggle to assess meeting sum-
maries reliably, underscoring the need for a more specialized
approach tailored to ASR-derived long content.

Figure 1: Illustrations of the CREAM framework. CREAM dis-
tills candidate summary pairs into key facts, conducts pair wise
comparison of summary pairs, and then uses an Elo rating sys-
tem to rank summaries.

In this paper, we address this gap by developing a new eval-
uation framework tailored specifically for meeting summariza-
tion.We propose CREAM (Comparison-based Reference-free
Elo-ranked Automatic evaluation for Meeting summarization),
a novel system designed to fill the gaps in specialized and cus-
tomizable evaluation for meeting summaries as illustrated in
Figure 1. Our research addresses the following key questions:

1. Do current LLM-based automatic evaluators work effectively
for meeting summarization? (We find that they do not.)

2. How can we design an efficient, reference-free, auto-
matic evaluator for meeting summarization? (We propose
comparison-based CREAM framework using ELO ranking.)

Our results highlight the limitations of current LLM-based
evaluators and demonstrate the effectiveness of our special-
ized framework, CREAM, with its novel comparison-based Elo
ranking method for summarization evaluation. We benchmark
various GPT models against our framework and find that GPT-
4o excels in completeness, GPT-4 in conciseness, but all strug-
gle to find a balance between completeness and conciseness.
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2. Related Work
Reference-based Evaluation Metrics. Meeting summariza-
tion typically relies on reference-based metrics to assess quality.
Ngram-based metrics like ROUGE [6] and BLEU [7] evaluate
n-gram overlap and precision, respectively, while embedding-
based metrics like BERTScore [8] and BARTScore [9] assess
semantic similarity and generation likelihood. These similarity-
based metrics often overlook key aspects like factuality, con-
ciseness, and completeness, underscoring the need for more ad-
vanced evaluation frameworks for meeting summarization.

LLM-based Evaluation and Metrics. LLM-based eval-
uation methods like G-Eval [1] and FineSurE [10] show im-
proved alignment with human judgments. G-Eval leverages
GPT-4 with Chain-of-Thought reasoning, while FineSurE offers
fine-grained evaluations of faithfulness, completeness, and con-
ciseness. However, their applicability to long-context meeting
summarization remains underexplored, highlighting the need
for further adaptation.

Elo Rating in Model Evaluation. The Elo rating system
[11], widely used for ranking competitors in games like chess,
has recently been adapted for evaluating natural language gener-
ation systems. [12] applied Elo in RAGElo to assess Retrieval-
Augmented Generation (RAG) systems, aligning well with ex-
pert annotations, while [13] emphasized careful calibration for
LLM rankings. [14] introduced Auto-Arena, an Elo-based sys-
tem showing strong correlation with human preferences, and
[15] analyzed Elo among other ranking methods. Our work ex-
tends these efforts by applying Elo to rank summarization mod-
els on conciseness and completeness, offering a reliable frame-
work for meeting summarizations.

3. Limitations of Current Methods
In order to answer the question, ”Do current evaluators work ef-
fectively for meeting summarization?”, we experiment with the
state-of-the-art frameworks [1, 10] for automatic summary eval-
uation and identify several issues. Existing LLM-based meth-
ods evaluate summaries by comparing them to reference texts,
using human-written summaries as gold standards and produc-
ing absolute scores under various metrics via a CoT process.
This approach often biases towards self-generated content.

Our experiments reveal that current LLM-based evaluators:
1) struggle with accurate completeness and conciseness scoring
for long-context documents, often exhibiting self-bias; 2) fre-
quently generate false positives in complex dialogues, suggest-
ing industrial applications should prioritize completeness and
conciseness in evaluation frameworks.

3.1. Experiment Setup

Datasets. We select both public and private datasets which
collectively cover a range of summarization-related tasks: fac-
tuality assessment, key-fact 1 extraction, and summarization.

We use both FRANK [17], containing 2,246 summaries
with sentence-level faithfulness annotation, and REALSumm
[16], containing 2,500 summaries with key facts alignment, for
key-fact extraction and factuality evaluation.

QMSum [18] is a query-based, long meeting summariza-
tion dataset that includes 232 meetings with average number
of 556.8 turns across diverse domains including product, aca-
demic, and committee meetings.

1A key fact refers to a concise sentence conveying a single key in-
formation, comprising at most 2-3 entities [16, 10].

Our Internal Zoom Meeting Summarization (IZMS) data
consists of 139 examples from internal Zoom meetings, used to
assess factuality and key-fact extraction. This dataset includes
transcripts from 10 product meetings and an additional 40 meet-
ings, providing real-world data for evaluation.

Models. Our experiments use GPT-based models
from OpenAI [19], including GPT-4-omni (GPT-4O-2024-05-
13), GPT-4-turbo (GPT-4-TURBO-2024-04-09), and GPT-3.5
(GPT-35-TURBO-16K-0613). We clear the history for each
evaluation instance, following precedents [10, 20].

Metrics. We evaluate LLM reliability on three key metrics
using methods consistent with recent research [10]. Complete-
ness assesses the extent to which the summarizer includes all
key facts from the input text in the output summary. Concise-
ness measures the summarizer’s ability to avoid incorporating
information outside the key facts in the output, maintaining fo-
cus and brevity. Faithfulness evaluates whether the summarizer
accurately represents the information in the input text.

3.2. Experiments Findings

For both completeness and conciseness, LLM evaluators show
low correlation with human preference and high self-bias in
long-context dialogues like meeting summaries, although per-
form well in evaluating shorter summaries. Current evaluators
struggle with accurately identifying factual errors in meeting
summaries with high false positives.

3.2.1. Completeness

LLMs evaluators like GPT-4o can accurately extract key facts
and compare summaries with high correlation to human eval-
uations in shorter summarization tasks like those in REAL-
Sum, which involve news-style articles with summaries aver-
aging 3 − 5 sentences. In our experiments using REALSum,
GPT-4o showed a high correlation with human scores when us-
ing human-annotated key facts as references (rank correlation of
0.95, Pearson’s r), and also similarly positive correlation when
comparing with the extracted key facts from entire articles.

However, these evaluators struggle with accurately evalu-
ating completeness in long-context dialogues, such as meeting
summaries from the QMSum dataset (average of 556.8 turns).
As in Table 1, our evaluation revealed that all versions of GPT
have a weak correlation (Pearson’s r = 0.5, ) with gold stan-
dard human scores with a strong self-bias. Both GPT-4 and
GPT-3.5 tend to give near-perfect scores for summaries gener-
ated by LLMs, with GPT-4o performing only slightly better but
still showing a bias towards its own generated content.

3.2.2. Conciseness

Similar to completeness, the evaluators have a weak correlation
with gold standard human scores with a strong self-bias when
evaluating conciseness. As in Table 1, LLMs are less effective
for long-context dialogues, and performance without gold ref-
erence tends to result in an overestimation of conciseness.

3.2.3. Factuality

We evaluated whether current LLM-based evaluators (GPT-4o)
are effective on factuality. We reproduce results on the FRANK
dataset, which consisted of sentence-level factuality errors. We
achieve a balanced accuracy of 61.5% at the sentence level.
Summary-level correlations with human judgments were mod-
erate (Pearson= 0.38 and Spearman= 0.35). At system level,
therank correlation is perfect (Spearman’r= 1.0).
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Max#
keyfacts

Summarizer
Model

Human Summary
(GPT4o)

Machine summary
(GPT4o)

Transcript
(GPT4o)

Transcript
(GPT4)

Transcript
(GPT3.5)

C
O

M
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E
T

E
N

E
SS

16
GPT3.5 56.2% 100.0% 89.7% 99.3% 99.9%
GPT4 57.9% 100.0% 88.5% 99.0% 99.8%

GPT4o 77.9% 100.0% 98.9% 99.9% 99.8%

30
GPT3.5 54.8% 100.0% 82.5% 99.4% 99.9%
GPT4 55.6% 100.0% 81.2% 99.4% 98.9%

GPT4o 76.9% 100.0% 98.1% 99.9% 99.7%

C
O

N
C

IS
E

N
E

SS

16
GPT3.5 58.2% 93.3% 91.9% 99.0% 96.7%
GPT4 69.3% 95.0% 96.0% 99.0% 97.8%

GPT4o 48.8% 62.1% 70.5% 91.2% 78.9%

30
GPT3.5 56.3% 99.4% 97.6% 99.4% 97.1%
GPT4 68.1% 99.8% 98.0% 99.2% 97.5%

GPT4o 49.8% 92.5% 92.5% 96.3% 79.5%
Table 1: Evaluation of current evaluators on completeness and conciseness for meeting summarization. All models show weak cor-
relation with human scores and high self-bias, often assigning near-perfect scores to their own summaries. Summaries generated by
various models are evaluated using different evaluator models (in brackets) with varying reference setups. The “Max # Key Facts”
column sets the max number of key facts extracted from reference text. “Human Summary” column is the gold standard baseline using
key facts from human summaries.

Yet, when the same method is applied to our IZMS data, the
results are less promising. The summary-level correlations were
low (Pearson= 0.11 and Spearman= 0.14), indicating that the
model’s ability to find factual errors across different contexts is
limited. There are no significant differences in factuality be-
tween short and long summaries, with error ratios of 16.3%
and 15.2%, respectively. The system-level ranking for differ-
ent summary types also did not show significant differences.

In conclusion, our research shows that while LLM-based
evaluators perform well in designed factuality datasets, they
often generate false positives and struggle with complex,
dialogue-based summaries, making them less reliable for au-
tomatic factuality evaluation in meeting summarization tasks.
Analysis of the IZMS dataset shows that factuality errors are
rare in real-world scenarios, typically arising from ASR errors
or GPT-generated out-of-context information, contrasting with
their higher frequency in controlled datasets.

Since factuality errors are rare in real-world data, un-
like their prevalence in designed datasets, we prioritize on
completeness and conciseness in our evaluation framework.

4. CREAM Framework
To address the limitations of existing long-context sum-
marization evaluation methods, we propose the CREAM
framework: Comparison-Based Reference-Free Elo-Ranked
Automatic Evaluation for Meeting Summarization. This
framework leverages Chain-of-Thought (CoT) reasoning and
comparison-based methods to enhance the evaluation process.

Traditional completeness and conciseness metrics struggle
due to challenges in key fact extraction, especially in multi-
speaker dialogues. CREAM mitigates this by comparing sum-
maries directly rather than relying on reference transcripts. As
shown in Figure 1, CREAM evaluates summaries in two steps.
First, a CoT-based prompt extracts concise, non-redundant key
facts from the concatenated summaries (Section 4.1.2). Then,
the model checks how well each summary preserves these facts,
identifying supporting sentences (Section 4.1.2).

The results are then parsed for calculation of the sum-
maries’ completeness and conciseness, which results in multi-
ple comparison-based scores between models. Detailed results
are in Section 4.2.1. Scores from these comparisons inform
an Elo ranking system, which assigns ratings based on pair-
wise evaluations (Section 4.1.1), allowing robust, reference-free

Max Number
of Key Facts 16 20 30 40 50 60 70 100

GPT4o 15.8 19.7 27.0 26.6 19.6 21.3 23.4 22.4
GPT4 12.8 12.9 13.0 12.9 12.3 12.8 13.3 12.0
GPT3.5 12.4 12.3 13.2 12.5 12.7 12.9 12.6 13.3

Table 2: Average number of key facts extracted from transcripts
by different models from one meeting.

model ranking. The final results are in Section 4.2.3.

4.1. Implementation

4.1.1. Comparison-based Ranking Metrics

CREAM employs a reference-free, comparison-based evalua-
tion to differentiate model performance, particularly in long-
dialogue summarization. This method enables fine-grained
comparisons across different summary generation prompts.

We rank models using the Elo rating system, where scores
update dynamically based on comparison outcomes:

Rnew = Rold +K × (S − E) (1)
where Rnew is the new Elo rating after the match; Rold is the
old Elo rating before the match. K is the K-factor, which de-
termines the maximum possible adjustment per match. S is the
actual score (1 for a win, 0.5 for a draw, 0 for a loss). E is the
expected score, calculated as:

E =
1

1 + 10(Ropponent−Rold)/400
(2)

where Ropponent is the Elo rating of the opponent.
Using Elo rankings instead of raw scores allows robust,

reference-free evaluation, mitigating biases from missing con-
tent or imperfect gold annotations.

4.1.2. Prompting Instruction

We employ CoT zero-shot prompting methods to calculate both
conciseness and completeness. The prompt instructs the model
to perform the following tasks:

1. Key Fact Extraction: reads the provided paragraph and
breaks it down into a list of key facts.

2. Key Fact Alignment: then, compares each fact with the
sentences in the summary. For each key fact, the model deter-
mines whether it is supported by the summary and, if so, iden-
tifies the relevant summary sentences by their line numbers.
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Completeness Conciseness
kf VS GPT3.5 GPT4 GPT4o GPT3.5 GPT4 GPT4o

16
GPT3.5 - 78.8% 84.2% - 90.0% 87.5%
GPT4 76.6% - 86.6% 93.6% - 92.1%
GPT4o 92.1% 94.0% - 67.3% 68.4% -

30
GPT3.5 - 80.7% 82.2% - 99.1% 96.4%
GPT4 80.0% - 86.3% 99.4% - 95.9%
GPT4o 94.9% 95.5% - 89.7% 88.6% -

Table 3: Raw pair-wise score for completeness and conciseness
on QMSum, kf denotes max number of key facts set. Pair-wise
winner in bold.

Completeness Conciseness
kf VS short long short long

16 short - 95.3 - 75.6
long 98.4 - 53.5 -

30 short - 97.7 - 92.7
long 97.3 - 80.7 -

Table 4: Raw pair-wise score for completeness and conciseness
on IZMS.

The design of the prompt is enhanced by several key tech-
niques, as outlined below:

Chain-of-Thought Reasoning We incorporate a reason-
ing step to guide the model through the task, ensuring that the
model evaluates the key facts systematically and accurately.

One-Shot Learning for Key Fact Extraction We experi-
ment with using out-of-domain versus in-domain examples for
key fact extraction. Interestingly, out-of-domain examples out-
perform in-domain ones, reducing confusion in fact recognition.

Maximum Number of Key Facts We test the model’s per-
formance using different limits on the number of key facts. As
shown in Table 2, GPT-4o is highly sensitive to the number of
key facts. Based on experiments with the IZMS datasets, we
decided to use 16 key facts (following precedent literature) and
30 key facts (the maximum effective number for GPT-4o), with
GPT-4o as evaluator model, in all subsequent experiments.

4.2. Experiment Results

We use the same setups as in Section 3.1, focusing on evaluting
completeness and conciseness.

4.2.1. Pair-wise Raw Scores

These raw scores of model comparisons show significant dif-
ferences that are often difficult to discern when using absolute
values to compare LLM-generated summaries of long-context
dialogues. Table 3 and Table 4 present the raw results of the
model comparison scores for completeness and conciseness, on
two meeting summarization dataset QMSum and IZMS respec-
tively. For instance, row GPT-4o and column GPT-3.5 means
that when GPT-4o and GPT-3.5 are compared pairwise, GPT-
3.5 is getting a completeness score of 92.1%, and GPT-4o is
getting a completeness score of 84.2% (row GPT-3.5 and col-
umn GPT-4o).

4.2.2. Interpretable Key Facts

The intermediate results, key facts lists, provide interpretable
insights on the qualitative differences between two summaries.
These lists show which key facts are captured or missed, offer-
ing insights into how models condense content. For example, in
meeting summaries, Summary A captures casual chit-chat but
misses key decisions, while Summary B skips chit-chat to fo-
cus on critical outcomes. Comparison-based scores reveal that
while Summary A is more complete, Summary B’s conciseness
makes it more useful for quickly grasping meeting outcomes.

Summary Model GPT 4o GPT 4 GPT 3.5
Completeness (Gold) 1st(77.9%) 2nd(57.9%) 3rd(54.8%)

Completeness (CREAM) 1st 2nd 3rd
Conciseness (Gold) 3rd(48.8%) 1st(69.3%) 2nd(58.2%)

Conciseness (CREAM) 3rd 1st 2nd
Table 5: CREAM Results. Completeness and conciseness rank-
ing from gold human ranking (human scores in brackets) with
reference to gold summary, and ranking from CREAM frame-
work (when set to 16 key fact).

4.2.3. Elo-ranked Results

As shown in 5 Table CREAM outperforms prior baselines in
ranking correlation, especially on meeting summarization data,
improving ranking correlation from 0.5 to 1.0 (Pearson’s r) in
both completeness and conciseness. We demonstrate the effec-
tiveness of CREAM in evaluating across different models and
identifying optimal prompts for meeting summarization tasks.

We applied the described Elo rating system (Section 4) to
raw scores from system comparisons above. The results align
closely with the human evaluation results based on gold sum-
maries, as shown in Table 5. We see a perfect correlation in
ranking of model preference (rank correlation of 1.0, Pearson’s
r), even when the gold human-preference scores are close such
as the 2nd and 3rd place for completeness score. This consis-
tency suggests that the Elo rating system is an effective method
for ranking models in meeting summarization tasks, offering a
reliable way to compare their relative performance.

4.2.4. The Trade-off Between Metrics

A significant trade-off exists between completeness and con-
ciseness. This trade-off is inherently subjective, depending on
the specific needs or preferences of the user. Our approach to
key fact extraction can address this trade-off more effectively.
If added additional selection steps during key-fact comparison,
users can customize their summary preferences to focus on the
most relevant information while refining verbose outputs into
concise yet complete versions.

5. Conclusions and Limitations
In conclusion, we first examine the effectiveness of LLM-based
evaluators for meeting summarization, revealing that general-
purpose LLM-based evaluators do not adapt well to the unique
challenges posed by long-context dialogue summarization. To
address these challenges, we introduced a novel automatic eval-
uation framework, CREAM, providing a more accurate and
adaptable evaluation process using Elo-based comparison algo-
rithms (improving rank correlation of 0.5, Pearson’s r to 1.0).
This framework enables faster and cheaper analysis of models,
which can significantly speed up the progress of the field by al-
lowing new methods to be benchmarked more efficiently. How-
ever, CREAM is designed for meeting summarization and may
need adaptation for other tasks. Its effectiveness also depends
on the LLMs, which can introduce biases or inconsistencies.

The boarder impact of this work goes beyond evaluation
techniques, addressing the need for robust frameworks like
CREAM as models surpass human evaluators. By democra-
tizing evaluation, fostering innovation, and enabling integration
into reinforcement learning pipelines, CREAM offers scalable,
reliable solutions for summarization quality. Our scalable eval-
uation framework could integrate into reinforcement learning
pipelines, providing automatic rewards based on summarization
quality—a crucial feature given RL’s growing popularity.
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