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Abstract

Computational approaches to mental health
have become an increasingly important area of
Al research, supported by a growing number of
datasets. This survey presents a dataset-centric
review of mental health resources from 2001 to
2025, focusing on how mental-health states are
defined, represented, and evaluated in NLP. We
analyze datasets across modalities, organizing
them by condition, data source, labeling strat-
egy, task formulation, evaluation practice, and
finally identify recurring challenges and oppor-
tunities in existing resources, aiming to inform
the development of more clinically meaningful
and responsible datasets. We aim to provide a
holistically review to clarify the current states
and guide the development of future mental
health resources and applications.

1 Introduction

In recent years, the field has witnessed a signif-
icant surge of interest in applying artificial intel-
ligence to mental health, accompanied by rapid
advances in both dataset creation and model devel-
opment in this high-stakes domain (Shatte et al.,
2019). Al-based systems have been explored for a
wide range of applications, including mental health
screening, symptom monitor, diagnostic support,
and even early-stage therapeutic interaction (Calvo
et al., 2017; Malgaroli et al., 2023). Given the
sensitive and safety-critical nature of the applica-
tions, the availability of high-quality datasets and
reliable evaluation protocols is essential for devel-
oping models that are trustworthy, robust, and well-
aligned with clinical and ethical standards (Topol,
2019; Wiens et al., 2019).

Recent efforts have provided valuable surveys of
Al and NLP for mental health, including broad re-
views of machine learning and natural language
processing for mental-illness detection (Zhang
et al., 2022; Le Glaz et al., 2021), social-media
based mental state assessment (Wongkoblap et al.,

2017; Harrigian et al., 2021; Bucur et al., 2025a,b),
and disorder- or population-specific work such
as bipolar disorder and youth-focused prevention
(Harvey et al., 2022; Ibrahim et al., 2025). Other
reviews take a more explicitly dataset-oriented
perspective in particular domains, for example
clinical mental-health Al datasets (Mandal et al.,
2025), directories of public datasets for youth
mental health (Min et al., 2025), and physiolog-
ical datasets for stress and anxiety research (Coba
Juarez Pegueros and Rodriguez-Arce, 2025). De-
spite these advances, most existing surveys are or-
ganized around modeling, a specific task or data
source, and typically treat datasets at a high level.
To our knowledge, none provide a unified, dataset-
centric view that systematically organizes mental-
health resources across modalities and settings, and
across a broad set of disorders.

To advance the field and clarify the research
space, a comprehensive, dataset-centered review
of mental health resources is much needed: what
resources exist across text, speech, and multimodal
signals; how they have been constructed and used;
and where important gaps remain.

Hence, we present a comprehensive and struc-
tured review of mental health datasets and re-
sources since 2001', organizing prior work by
disorder and key dataset design dimensions, and
identifying recurring opportunities and challenges.
To support transparency and reuse, we addition-
ally release an accompanying online resource that
consolidates all 229 reviewed datasets into struc-
tured tables and interactive visualizations. Avail-
able at https://ziweig.github.io/mental-h
ealth-datasets-resources-review/ and Ap-
pendix G for details.

The remainder of the paper is organized as fol-
lows: We present our structured review framework

'We survey 200+ papers from major *CL venues, as well
as COLING, NeurIPS, ICML, ICLR, and influential arXiv
preprints. Appendix A details the paper selection process.
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Figure 1: Annual paper counts by disorder since 2001.

and take a closer look at datasets created for differ-
ent types of mental health disorders (Sec 2), task
formulations (Sec 3), data construction methods
(Sec 4), and evaluation and application settings
(Sec 5). Finally, in our discussion (Sec 6), we sum-
marize challenges and opportunities, with a focus
on clinically-grounded dataset curation, representa-
tion of populations and disorders, and open ques-
tions about what is represented and what remains
missing in current resources.

2 Mental Health Conditions Represented
in Existing Datasets

We organize our review first by mental health con-
ditions, focusing on depression, bipolar, anxiety,
PTSD, suicidal ideation, schizophrenia, and a set
of less-studied conditions grouped as other disor-
ders. As shown in Figure 1, we see steady growth
in dataset-related publications since 2001, with par-
ticularly rapid expansion since 2015, alongside per-
sistent imbalance across disorders.

This organization follows common practice in
the NLP literature and reflects how datasets are
named and retrieved, rather than a clinical taxon-
omy: many conditions encompass diverse subtypes
and symptom profiles that are often collapsed in
dataset design; Appendix B provides brief clinical
background to contextualize this abstraction.

2.1 Depression Disorders

Depression disorders are characterized by persis-
tent low mood and loss of interest or pleasure, typi-
cally accompanied by changes in sleep or appetite,
fatigue, and difficulty concentrating that interfere
with daily functioning (American Psychiatric As-
sociation, 2022). Depression is one of the most ex-

tensively studied mental health conditions in NLP.
Large-scale shared tasks, most notably the CLEF
eRisk? challenges and the CLPsych workshop® se-
ries, have played a central role in standardizing task
formulations and benchmarking user- and timeline-
level depression detection on social media (Yates
etal., 2017).

Early work primarily leveraged Twitter and Red-
dit data to identify linguistic correlates of depres-
sion, consistently observing increased self-focus
and negative affect across English and Spanish fo-
rums (Ramirez-Esparza et al., 2021). As these cor-
pora scaled, research expanded to examine robust-
ness and equity, including gender and racial fair-
ness (Aguirre et al., 2021) and cross-cultural gener-
alization gaps (Abdelkadir et al., 2024a). While En-
glish dominates the landscape, depression datasets
have also been developed for German (Valstar et al.,
2013, 2014), Mandarin (Shen et al., 2022; Yao et al.,
2022), and Italian (Tao et al., 2023).

In parallel, speech and multimodal datasets
have become canonical benchmarks for severity
modeling, often collected via structured or semi-
structured interviews. Resources such as AVEC
and DAIC-WOZ pair audio—video recordings and
transcripts with validated clinical instruments (e.g.,
PHQ-8/9, BDI, MADRS) (Mundt et al., 2007;
Gratch et al., 2014). Recent datasets increasingly
incorporate clinician involvement (Dumpala et al.,
2024), longitudinal sampling (Lewis et al., 2025),
self-supervised speech representations (Maji et al.,
2024; Dumpala et al., 2024, 2025), and advanced
multimodal fusion methods (Campbell et al., 2023;
Fara et al., 2023a), extending earlier cross-sectional
and prompted-speech paradigms.

2.2 Bipolar Disorder

Bipolar disorder involves recurrent shifts between
manic or hypomanic and depressive episodes that
disrupt mood, energy, and functioning (Staff, 2024),
which is often under-diagnosed and is managed as
a lifelong condition (of Mental Health, 2025).
Early bipolar disorder datasets were primarily
constructed from large-scale social media corpora.
Coppersmith et al. (2014) introduced a scalable
self-disclosure-based collection paradigm on Twit-
ter, identifying users who explicitly reported a bipo-
lar diagnosis and matching them with control users
on linguistic and temporal factors. This frame-
work laid the foundation for subsequent bipolar
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datasets and analyses (Coppersmith et al., 2015b,a;
Amir et al., 2017; De Choudhury et al., 2021), as
well as multi-condition shared-task and benchmark
datasets such as CLPsych and SMHD (Milne et al.,
2016; Cohan et al., 2018a). Across these resources,
studies consistently report linguistic, affective, and
behavioral signals associated with bipolar disorder.

Despite this progress, bipolar research remains
text-dominated: 58% of datasets rely on social me-
dia text, only 9% include any non-text modality,
and none are bipolar-specific multimodal resources
(Figures 5 and 6). A small number of studies incor-
porate audio, video, or neuroimaging data (such as
DAIC-WOZ (Gratch et al., 2014)), clinical speech
interviews (Wang et al., 2020), audiovisual percep-
tion studies (Erdener et al., 2019), facial and motor
analyses (Bersani et al., 2013; Kang et al., 2018),
and multimodal neuroimaging fusion (Wang et al.,
2024), nearly all appearing after 2020.

Overall, bipolar disorder datasets emphasize text-
based social media data, despite clinical evidence
that mood episodes manifest through vocal, fa-
cial, and motor channels. The absence of bipolar-
specific multimodal resources remains a key limi-
tation for developing clinically grounded and diag-
nostically robust models.

2.3 Anxiety Disorders

Anxiety disorders involve persistent and excessive
fear or worry that interferes with daily functioning
and affect roughly one-third of U.S. individuals
over their lifetime (National Institute of Mental
Health (NIMH), 2025).

Most anxiety datasets in NLP are text-based and
derived from social media, with a clear shift from
Twitter to Reddit over time due to platform ac-
cess constraints and differences in post length dur-
ing a period of time (App.Fig 7 and 8). Earlier
work primarily leveraged Twitter, whereas recent
datasets increasingly rely on Reddit, exemplified
by DREADD:It, a large-scale corpus with over 190k
posts and comments annotated for stress and anx-
iety signals (Turcan and McKeown, 2019a). Ad-
ditional anxiety-related corpora include Twitter-
STMHD, which uses self-disclosure to label anx-
iety and other mental health conditions at scale
(Suhavi et al., 2022), as well as smaller, targeted
datasets such as the SIR-Lab student corpus, which
collects structured self-reports outside of public
social media contexts (Sahu et al., 2025).

Beyond text, only a limited number of multi-
modal resources exist. Therapy video corpora such

as AlexStreet support analysis of therapist—client
interactions (Lin et al., 2024a), while physiological
datasets like WESAD combine wearable biosignals
and self-reports across affective states (Schmidt
et al., 2018). Overall, anxiety research remains
dominated by text-based social media data, with
comparatively sparse multimodal coverage.

2.4 Post-Traumatic Stress Disorder (PTSD)

PTSD develops following exposure to traumatic
events and is characterized by intrusive memories,
avoidance, negative alterations in cognition and
mood, and heightened arousal (American Psychi-
atric Association, 2022). It frequently co-occurs
with depression, anxiety, and substance use disor-
ders (for PTSD, 2025).

PTSD datasets in NLP are relatively recent,
with all reviewed resources published after 2012
(App.Fig 9), and are dominated by text-based so-
cial media data. The CLPsych 2015 shared task es-
tablished a widely adopted benchmark using Twit-
ter timelines from users self-reporting depression
or PTSD, enabling user-level classification and
catalyzing subsequent work (Coppersmith et al.,
2015b). This paradigm was extended by later
Twitter-based PTSD datasets using diagnosis state-
ments and lexicon-driven filtering (Coppersmith
et al., 2018), as well as Reddit-based corpora that
support longitudinal symptom trajectories (Son
et al., 2021) and stress- or trauma-related signals
for PTSD and comorbid conditions (Murarka et al.,
2021; Turcan and McKeown, 2019b; Raihan et al.,
2024a; Kulkarni et al., 2021).

A small number of text-only datasets focus on
high-risk or trauma-exposed populations, including
studies of psychological distress in online forums
(Saleem et al., 2012) and care-seeking behavior
among women veterans (Kelly et al., 2020), under-
scoring ethical considerations when working with
vulnerable groups.

Multimodal PTSD datasets remain rare. Exist-
ing resources include unconstrained audiovisual
data (PTSD in the Wild (Sawadogo et al., 2024))
and clinically oriented interview corpora with syn-
chronized audio—video signals (SimSensei, DAIC
(Gratch et al., 2014; DeVault et al., 2014)), but
these are limited in scale and population diversity.
Overall, among the 37 PTSD datasets reviewed,
only two are multimodal, with the remainder rely-
ing primarily on social media, restricting general-
ization and clinical relevance.



2.5 Suicidal Thoughts

Suicide is a leading cause of death among adoles-
cents and young adults in the U.S., making suicidal
ideation — a persistent pattern of suicidal thoughts
or plans — a critical target for early detection and
prevention (Centers for Disease Control and Pre-
vention, 2021b,a).

Most datasets for suicidal ideation and self-harm
detection are text-based, derived from social me-
dia, spanning diverse labeling strategies and gran-
ularities. Public resources include post-level an-
notations for empathic responses in peer-support
forums (Behavioral Data Lab, 2020), user-level
severity labels for Reddit users based on suicide
risk rubrics (Shing et al., 2018; Chim et al., 2024;
Gaur and Others, 2020), paraphrased post-level
ideation labels for privacy preservation (Lab, 2022),
and multi-platform self-harm corpora (Lab, 2021a).
Population-specific resources such as the LGB-
TeenDataset further illustrate the heterogeneity of
label scope and annotation practices (Lab, 2021b).

Multimodal resources remain limited but are
emerging. Therapy-focused video corpora such
as AlexStreet(Lin et al., 2024a) and Sahar Corpus
(Izmaylov et al., 2023) integrate text with addi-
tional modalities to study multimodal suicide risk
signals. Despite their promise, multimodal datasets
remain sparse relative to large-scale text corpora,
constraining clinically grounded modeling.

2.6 Schizophrenia

Schizophrenia is a chronic psychiatric disorder
marked by disturbances in thought, perception,
emotion, and behavior, commonly divided into pos-
itive and negative symptom clusters (Mayo Foun-
dation for Medical Education and Research, 2024).
Research activity has increased steadily, drawing
on datasets spanning speech, clinician interviews,
and online text (Fig 1 & 11).

Early computational resources focused on
identifying linguistic irregularities distinguishing
schizophrenic from healthy or other disordered
speech (Kuperberg, 2010). Studies using conver-
sational data, writing samples, and social media
consistently reported reduced lexical diversity, in-
creased self-focus and pronoun use, greater con-
creteness, and elevated affective markers such as
anger (Aich et al., 2022; Coppersmith et al., 2015a;
Sarioglu Kayi et al., 2017). Speech-based datasets
and analyses further revealed syntactic and seman-
tic disruptions, including ambiguous pronoun us-

age, incoherence, repetition, and reduced semantic
coherence (Iter et al., 2018; Bar et al., 2019; Hong
et al., 2012; Li et al., 2021; Tang et al., 2021; Espy-
Wilson, 1992). Social-media—based datasets extend
these findings at scale, showing increased use of
function words, pronouns, and cognitive-, health-,
and death-related categories among self-reported
schizophrenic users (Mitchell et al., 2015; Zomick
et al., 2019). Recent work emphasizes interpretabil-
ity and clinical relevance, including masking-based
analyses of diagnostically salient lexical features
(Shriki et al., 2022) and automated assessment of
speech and social functioning using clinical assess-
ment (Aich et al., 2025).

Overall, schizophrenia datasets primarily cap-
ture linguistic manifestations of positive symptoms;
while spontaneous and spoken data are increasingly
used to improve ecological validity, reliance on
self-reported social media data remains common,
limiting diagnostic certainty and generalizability.

2.7 Other Disorders

Beyond the major disorders discussed above, com-
putational mental health research increasingly cov-
ers additional conditions. This expansion is en-
abled primarily by multi-condition social media
corpora and clinically grounded datasets.
Attention-Deficit/Hyperactivity = Disorder
(ADHD) involves persistent inattention and/or
hyperactivity—impulsivity that impairs function-
ing(American Psychiatric Association, 2022).
Neuroimaging is central in public benchmarks
such as ADHD-200, which aggregates resting-state
fMRI and structural MRI across sites(Bellec
et al., 2017). More recent work expands to
multimodal behavioral and physiological signals
(e.g., EEG, eye tracking, actigraphy, VR-based
experiments)(Wiebe et al., 2023, 2024). Transdiag-
nostic datasets such as the Healthy Brain Network
further enable cross-condition modeling(Alexander
et al.,, 2017), and ADHD is also represented
in multi-disorder social media corpora such as
SMHD (Cohan et al., 2018b).
Obsessive-Compulsive Disorder (OCD) is
characterized by intrusive, unwelcome thoughts
and repetitive behaviors or cognitive actions exe-
cuted to alleviate anxiety (American Psychiatric
Association, 2022). Large-scale neuroimaging re-
sources from the ENIGMA-OCD Working Group
provide structural/diffusion benchmarks, including
medication-related effects and white-matter find-
ings across international cohorts(Bruin et al., 2020;



Piras et al., 2021). In contrast, linguistic analyses
of OCD largely rely on multi-diagnosis social me-
dia datasets rather than disorder-specific corpora
(Cohan et al., 2018b).

Eating disorders (ED), such as anorexia ner-
vosa, bulimia nervosa, and binge-eating disorder,
are characterized by disordered eating patterns
and body image issues (World Health Organiza-
tion, 2022). ED research leverages online com-
munities to study both risk and recovery. Anal-
yses of pro-anorexia and recovery-oriented dis-
course track linguistic trajectories and commu-
nity dynamics (Chancellor et al., 2016), while
orthographic variation studies reveal adaptation
to platform moderation practices (Stewart et al.,
2017). Broader subreddit-level analyses contextu-
alize eating-disorder language within health and
crisis discussions (Low et al., 2020).

Borderline Personality Disorder (BPD) is
marked by pervasive instability in mood, self-
perception, and interpersonal relationships, fre-
quently accompanied by impulsive behavior and
a fear of abandonment (American Psychiatric As-
sociation, 2022). BPD remains underrepresented
in standalone datasets, but appears in comparative
analyses across disorder-specific Reddit communi-
ties, enabling joint modeling with anxiety, bipolar
disorder, and schizophrenia (Kim et al., 2023).

Seasonal Affective Disorder (SAD) is a recur-
rent depressive disorder characterized by a winter-
predominant seasonal pattern (American Psychi-
atric Association, 2022). Similarly, SAD is pri-
marily studied through early Twitter-based self-
disclosure corpora, highlighting seasonal linguistic
and temporal patterns relevant for risk monitoring
(Coppersmith et al., 2015a).

Insomnia involves chronic difficulty maintain-
ing sleep with daytime impairment (American
Academy of Sleep Medicine, 2023). Existing
datasets emphasize digital phenotyping from so-
cial media, including inference of sleep timing
from Reddit activity and surveys (Meyerson et al.,
2023), longitudinal analysis of treatment-related
discourse (Cummins et al., 2025), and deep learn-
ing approaches for detecting irregular sleep pat-
terns (Islam et al., 2026).

Dementia includes neurocognitive disorders
with progressive decline in memory, reasoning,
and communication. Alzheimer’s disease is the
most common subtype (World Health Organiza-
tion, 2022). In contrast to social-media-centered
conditions, dementia research is anchored in clin-

ically curated speech corpora. Resources such
as DementiaBank (Lanzi et al., 2023) and the
ADReSS/ADReSSo shared tasks establish stan-
dardized benchmarks for spontaneous speech anal-
ysis (Luz et al., 2021b,a), with recent surveys
summarizing open challenges in dementia-focused
NLP (Peled-Cohen and Reichart, 2025).

Overall, datasets for these conditions reflect a
broader trajectory from small, clinic-based collec-
tions toward larger, socially embedded and trans-
diagnostic resources (Alexander et al., 2017; Bel-
lec et al., 2017; Cohan et al., 2018b; Coppersmith
et al., 2015a). Since 2019, multimodal fusion and
transformer-based modeling have increasingly inte-
grated physiological, behavioral, and linguistic sig-
nals, pointing toward more ecologically valid and
data-diverse computational mental health systems
(Devlin et al., 2019a; Wiebe et al., 2023, 2024).

3 Task Settings

Mental-health datasets are not only defined by
which disorder they target, but also by how they are
operationalized for modeling. We start with sum-
marize common task settings from three perspec-
tives: task formulation, data modality and format,
language and cultural context. These perspectives
shape downstream decisions about labeling, data
access, and dataset construction, and they also de-
termine which evaluation protocols are appropriate.

3.1 Task Types

We begin by outlining the dominant task formula-
tions used across disorders. Across disorders, three
task families dominate: (i) binary detection at the
post- or user-level on social-media timelines and
forum histories; (ii) severity/symptom prediction
using clinician-rated or self-report instruments; and
(iii) early-risk or temporal modeling where obser-
vations arrive sequentially and time-aware metrics
are used. For depression, these are instantiated in
the eRisk and CLPsych shared tasks for user/post-
level detection (Yates et al., 2017; Coppersmith
et al., 2015b; Losada and Crestani, 2016), and in
speech/multimodal settings via DAIC-WOZ and
AVEC for severity regression/classification against
PHQ/BDI/MADRS (Gratch et al., 2014; Valstar
etal., 2013, 2014). PTSD work commonly adopts
CLPsych’15 Twitter-based detection with user/post
labels (Coppersmith et al., 2015b). Schizophrenia
studies frequently frame case-vs.-control classifica-
tion over conversations/interviews or social media,



with feature- or transformer-based models identify-
ing linguistic markers (Iter et al., 2018; Bar et al.,
2019; Mitchell et al., 2015; Zomick et al., 2019;
Tang et al., 2021; Li et al., 2021).

While these task families recur across disorders,
depression provides one of the clearest examples
of how task formulation aligns with evaluation pro-
tocols and benchmark evolution; we provide a de-
tailed case study in Appendix D. These task for-
mulations directly constrain what signals a dataset
must provide (e.g., text-only vs. multimodal, snap-
shot vs longitudinal) and whether the intended use
case requires real-time monitoring or retrospective
classification. We therefore next summarize the
modalities and structural forms in which mental-
health data are collected and released.

3.2 Data Modality and Format

Format refers to both the modality and the struc-
tural form of the data collected, including whether
the data are textual, audio, visual, multimodal, or
longitudinal. The dominant modality in computa-
tional mental health remains text. A large portion
of datasets rely on Reddit/Twitter timelines and
forum posts, often with self-disclosure labels or
weak supervision (Yates et al., 2017; Turcan and
McKeown, 2019a). For example, the bipolar subset
shows strong social-media predominance (Fig 5:
58% of datasets), and similarly for shared tasks
resources (Coppersmith et al., 2015b). Text dom-
inates because mental health signals manifest in
written communication, and text is easier to collect,
share, and annotate; even speech datasets are often
released as transcripts (Gratch et al., 2014).

Beyond text, a second major category consists
of speech and interview-based data. Depression
severity datasets such as DAIC-WOZ and AVEC
pair audio, video, and transcripts with standardized
instruments including PHQ, BDI, and MADRS
(Gratch et al., 2014; Valstar et al., 2013, 2014).
Schizophrenia studies analyze patient speech in in-
terviews and narratives, highlighting coherence and
derailment, pronoun ambiguity, and filler patterns
(Iter et al., 2018; Bar et al., 2019; Hong et al., 2012;
Tang et al., 2021; Li et al., 2021). It’s noteworthy
dementia resources are heavily speech-centric (Luz
et al., 2021b,a; Lanzi et al., 2023).

There has been a clear trend toward multimodal
and physiological data in recent years, motivated
by the recognition that nonverbal behavior car-
ries clinically important signals. Depression re-
search increasingly adopts multimodal fusion and

self-supervised speech representations (Maji et al.,
2024; Dumpala et al., 2024, 2025; Campbell et al.,
2023; Fara et al., 2023a). Anxiety and affec-
tive computing literature includes wearable-sensor
datasets and therapy video corpora (Schmidt et al.,
2018; Lin et al., 2024a). However, multimodal
resources remain unevenly distributed across dis-
orders: for example, bipolar-specific multimodal
datasets are rare, as shown in Fig 6.

In addition to modality, datasets differ in their
temporal structure. Some corpora consist of in-
dependent samples, whereas others are organized
as longitudinal timelines. In early-risk detection
challenges, data are explicitly revealed over time
to simulate continuous monitoring (Losada and
Crestani, 2016). Similarly, Reddit-based datasets
often include complete user posting histories span-
ning months or years (Yates et al., 2017; Tsakalidis
et al., 2022; Tseriotou et al., 2025), enabling tem-
poral analysis of symptom progression. In contrast,
most clinical interview datasets represent one-time
snapshots. When available, longitudinal structure
allows researchers to study symptom trajectories
and assess the feasibility of predicting disorder on-
set from early signals.

In summary, while text remains the primary
data format, the field is steadily expanding toward
speech, audiovisual, wearable, and multi-stream
data, alongside increasing use of longitudinal data
to better reflect real-world mental health dynamics
(Bufano et al., 2023; Khoo et al., 2024; Garcia-Ceja
et al., 2018). Beyond tasks and signals, however,
dataset coverage also determines what claims can
be made about generalization and fairness. We
therefore review the linguistic and cultural repre-
sentation next.

3.3 Languages and Culture Representation

Resources are English-centric across task fam-
ilies, particularly for social-media datasets and
speech corpora (eRisk/CLPsych/DAIC/AVEC)
(Yates et al., 2017; Gratch et al., 2014; Valstar et al.,
2013, 2014). Nonetheless, non-English datasets ex-
ist: German, Mandarin, and Italian (Valstar et al.,
2013, 2014; Shen et al., 2022; Yao et al., 2022;
Tao et al., 2023). Cross-cultural generalization
and regional fairness have been explicitly raised
in large-scale social-media analyses (Abdelkadir
et al., 2024a; Aguirre et al., 2021).



4 Dataset Construction

Mental health datasets differ not only in the dis-
orders they target, but also in how psychological
states are operationalized through data collection
and labeling. Dataset construction reflects recur-
ring trade-offs between scale and diagnostic valid-
ity, accessibility and privacy, and ecological real-
ism and experimental control.

Sources of Data. Mental health datasets vary in
where and how raw data are collected, shaping both
the scale and reliability of downstream analyses.
A large proportion draw on user-generated content
from online platforms, particularly social media
forums, due to their accessibility and the candid
discussions from personal disclosures. Reddit and
Twitter are the dominant sources, typically consists
of posts from users with self-disclosed diagnoses
matched with controls (Yates et al., 2017). Con-
tinuing efforts similarly curated Twitter data for
depression and PTSD research (Coppersmith et al.,
2014, 2015b; Turcan and McKeown, 2019a). These
sources are valued for their large scale and real-life
language, though they come with noise, since users
may not be formally diagnosed.

Meanwhile, a smaller but influential set of
datasets originates from clinical or controlled set-
tings. Corpora such as DAIC-WOZ and the AVEC
challenge datasets consist of structured interviews
with aligned audio, video, and transcripts paired
with standardized mood assessments (Gratch et al.,
2014; Valstar et al., 2014). Although involving
smaller samples, these datasets offer stronger diag-
nostic grounding and more reliable labels.

Data sources have also expanded beyond En-
glish and Western platforms. Recent studies have
constructed datasets from non-English online com-
munities, including Chinese (Shen et al., 2022; Yao
et al., 2022) and Italian health forums (Tao et al.,
2023), broadening linguistic and cultural cover-
age. A small number of projects further incorporate
population-level data such as surveys or electronic
health records, though these remain uncommon
in NLP due to privacy constraints. Overall, men-
tal health datasets span a continuum from in vivo
online expressions to in vitro clinical recordings,
reflecting a fundamental trade-off between scale
and diagnostic clarity.

Sources of Label. Labeling choices in mental
health datasets determine how psychological states
are operationalized and measured in NLP mod-

els. Across the literature, labeling methodologies
broadly fall into three categories: self-reported
labels, clinically assessed labels, and hybrid or
proxy-based labels. Many large-scale social media
datasets rely on self-disclosure, using explicit state-
ments of diagnosis as supervision signals (Yates
et al., 2017). This approach enables scalable an-
notation but introduces noise due to mis-reporting,
ambiguity, or lack of formal diagnosis. Clinically
grounded datasets instead derive labels from pro-
fessional diagnoses or validated assessment instru-
ments, including structured clinical evaluations and
standardized questionnaires (Gratch et al., 2014;
Valstar et al., 2014), which offer higher diagnostic
validity but are typically limited in scale. Hybrid
approaches use proxy signals to approximate men-
tal health status without direct diagnosis, such as
user behavior patterns, community membership,
triage categories (Turcan and McKeown, 2019a).
Some further integrate clinically informed risk
frameworks into annotation or evaluation pipelines,
particularly for suicide-related tasks (Gaur et al.,
2021; Jiet al., 2021).

Overall, labeling methodologies reflect a trade-
off between supervision scale and diagnostic rigor.
While self-reported and proxy labels support large-
scale modeling, clinically assessed labels provide
stronger validity, motivating hybrid strategies that
combine multiple sources of supervision to balance
coverage and reliability.

Dataset Sharing. Dataset sharing practices vary
widely due to privacy, ethical, and legal con-
straints. A subset of datasets are released pub-
licly in anonymized form (Ren et al., 2025), in-
cluding large-scale social media corpora (Yates
et al., 2017) and multi-disorder dataset (Cohan
et al., 2018b), which are openly hosted on on-
line platforms like GitHub to support reproducible
benchmarking. Physiological and affective datasets
such as WESAD are also publicly accessible un-
der research-only licenses (Schmidt et al., 2018).
Anonymization methods detailed in Appendix F
In contrast, many datasets are distributed under
restricted-access models. Shared-task resources
such as eRisk are available only to registered
participants under usage agreements (Losada and
Crestani, 2016), while CLPsych-era datasets for de-
pression and PTSD were primarily released within
workshop contexts rather than as fully open corpora
(MacAvaney et al., 2021). Clinical datasets are typ-
ically subject to the strictest controls: resources



involving patient interviews or medical speech data
require formal application processes and data-use
agreements (Gratch et al., 2014; Lanzi et al., 2023;
Luz et al., 2021a). Overall, while dataset availabil-
ity has expanded, a substantial portion of clinically
grounded resources remains limited-access.

5 Evaluation

The evaluation of computational models for mental
health disorder detection and assessment, particu-
larly those leveraging speech and social media text
(Benton et al., 2017), requires a comprehensive set
of quantitative metrics and methodological frame-
works. These evaluation strategies are designed
not only to measure predictive accuracy but also to
ensure robustness, clinical validity, and generaliz-
ability across diverse populations and modalities.

Computational Metrics. Quantitative evaluation
remains the foundation of performance benchmark-
ing, tailored to the specific nature of the prediction
task. From a computational perspective, the choice
of metrics is strictly dictated by the nature of the
predictive task. For classification-based symptom
detection, standard metrics such as precision, re-
call, accuracy, and F1-score are ubiquitous (Young
et al., 2025; Thamrin and Chen, 2024; Srivastava
et al., 2025; Zhou et al., 2025; Dumpala et al.,
2024; Campbell et al., 2023; Maji et al., 2023;
Tao et al., 2023; Sampath et al., 2023; Shen et al.,
2022). However, given the high stakes of miss-
ing at-risk individuals, metrics emphasizing recall,
such as the F2-score, are crucial for minimizing
false negatives (Sawhney et al., 2021), while the
Area Under the Receiver Operating Characteristic
Curve (ROC-AUC) is employed to assess robust-
ness (Fara et al., 2023b; Campbell et al., 2023).
To address the prevalent class imbalance in men-
tal health datasets, studies increasingly rely on the
Matthews Correlation Coefficient (MCC) (Agarwal
et al., 2022) and macro-averaged scores (Dumpala
et al., 2025; Raihan et al., 2024b). Conversely, for
continuous severity estimation, regression metrics
like Root Mean Square Error (RMSE) and Mean
Absolute Error (MAE) are the standard for measur-
ing deviation from ground-truth ratings (Dumpala
et al., 2024; White et al., 2025). With the rise of
LLMs for therapeutic dialogue, evaluation has ex-
panded to include generation-specific metrics such
as BLEU, ROUGE, and Perplexity (PPL) (Chen
et al., 2024b; Park et al., 2022) to assess linguistic
fluency and diversity.

Human-centric Evaluation. In addition to com-
putational evaluation, several studies integrate hu-
man assessments to ensure clinical interpretability
and user relevance. These include evaluations con-
ducted by clinical trainees (Callejas et al., 2014),
licensed psychiatrists (Tao et al., 2023; Yin et al.,
2025), professional clinicians (Lewis et al., 2025;
Shen et al., 2022), trained annotators (Abdelkadir
et al., 2024a; Lissak et al., 2024), and end users
to assess satisfaction or perceived empathy. Re-
cent work has also explored the use of large lan-
guage models such as GPT-3.5, GPT-4 (Lissak
et al., 2024), GPT-4 Turbo, and Gemini Pro 1.0
(Xu et al., 2025) as evaluation agents or “judges”
for dialogue quality and therapeutic relevance.

Agent-based and Scalable Evaluation. End-
user evaluations are critical for assessing perceived
empathy and satisfaction in conversational agents.
Recently, a novel mode of evaluation has emerged
in the form of “LLM-as-a-Judge,” where advanced
models like GPT-4 and Gemini Pro are deployed to
simulate human evaluation, scoring dialogue qual-
ity and therapeutic relevance (Lissak et al., 2024;
Xu et al., 2025). Taken with appropriate caveats
(Lawrence et al., 2024; Jung et al., 2025; Chen
et al., 2024a), this represents a shift towards scal-
able, albeit proxy, qualitative assessment.

Despite these advancements, a critical gap re-
mains between machine learning metrics and real-
world clinical efficacy, as static benchmarks fail
to capture the dynamic nature of mental health.
Bridging this gap requires a framework grounded
in human-AlI collaboration. Ultimately, trustwor-
thy deployment relies on standardized benchmarks
that integrate scalable computational scoring with
continuous clinician feedback.

6 Toward Clinically Aware and
Responsible Dataset Design

Across the datasets surveyed, advances in scale and
modeling sophistication have outpaced progress in
how mental-health states are defined, represented,
and evaluated. Rather than isolated limitations, the
challenges identified in this review reflect recurring
dataset design choices that systematically shape
what models can learn, generalize, and credibly
claim. We organize the discussion around three
cross-cutting questions: how current labels align,
who and what existing datasets represent, and how
dataset design choices constrain evaluation and sus-



tainable deployment.

What do current labels represent, and are they
aligned with clinical use? A central limitation
to clinical validity in mental-health NLP lies not
in model capacity, but in how psychological states
are operationalized through dataset labels. As sum-
marized in Sec 4, datasets across depression, anxi-
ety, bipolar disorder, PTSD, suicidality, and related
conditions predominantly rely on self-disclosure,
community membership, or weak supervision, with
only a minority incorporating manual verification
or clinician-rated instruments (Wu et al., 2024; Yao
et al., 2022). Importantly, label noise in these set-
tings is not random: self-disclosure rates vary with
stigma, access to care, demographic factors, and
platform norms, complicating cross-dataset com-
parison and transfer. Moreover, self-reported state-
ments are not equivalent to current clinical status
and may reflect historical, provisional, or context-
dependent conditions (Chancellor et al., 2023).

A closely related misalignment concerns target
formulation. As shown in Sec 3, most datasets cast
mental-health modeling as a binary detection prob-
lem, despite clinical practice emphasizing symp-
tom severity, trajectory, and risk. This gap is par-
ticularly salient for suicidality, where intervention
decisions depend on graded risk levels rather than
the presence of ideation alone; datasets that pre-
serve ordinal or severity-based risk annotations
are therefore more compatible with application-
facing modeling than binary labels (Gaur et al.,
2021; Jietal., 2021; Liu et al., 2025). Even when
validated instruments are available, scores are fre-
quently thresholded for classification.

Finally, most datasets abstract away comorbidity,
despite it being common rather than exceptional
in clinical settings (e.g., depression with anxiety,
bipolar disorder with suicidality). Single-disorder
framing and one-vs.-rest evaluation risk producing
models that capture generic distress signals rather
than disorder-specific patterns, or that fail under
realistic multi-label conditions. While modeling
techniques can partially address this, the absence of
explicit co-morbidity labels limits supervision and
evaluation. Together, these observations point to a
clear opportunity: future datasets should preserve
severity- and risk-aware labels, explicitly document
label provenance, treat comorbidity as a first-order
property rather than a confound, all of which can
benefit from actively involve domain experts in the
dataset design process to ensure alignment with

clinical realities.

Who and what is represented in current
datasets? What models learn about mental health
is fundamentally constrained by who appears in the
data and through which signals their experiences
are captured. As shown in Fig 1 and Sec 2, de-
pression and suicidality dominate the dataset land-
scape, supported by large social-media corpora and
multiple shared tasks, whereas other conditions
have far fewer public, well-documented resources
and often appear only as secondary labels. This
imbalance shapes benchmarks and research incen-
tives, skewing methodological progress toward con-
ditions with abundant data rather than those where
modeling would be clinically impactful but data
are harder to obtain.

Platform and population bias further narrow cov-
erage. The dominance of Reddit and Twitter/X priv-
ileges users who are younger, English-speaking,
and willing to self-disclose online, while under-
representing older adults, non-Western populations,
and individuals whose mental-health experiences
are primarily offline or clinical. Linguistic patterns
on social media also differ substantially from those
in daily dialogues or clinical intake notes, limit-
ing transfer (Chancellor et al., 2019). Although
non-English datasets exist, cross-lingual and cross-
cultural generalization is rarely evaluated (Abdelka-
dir et al., 2024b).

Modality gaps compound these issues. Despite
clinical evidence that vocal, facial, motor, and
physiological signals are central to the manifes-
tation of several disorders, most datasets remain
text-dominated, with multimodal resources concen-
trated on a small subset of conditions. This mis-
match constrains models’ ability to capture state
changes (e.g., manic versus depressive phases) and
nonverbal risk cues. Without broader disorder cov-
erage, population diversity, and modality align-
ment, claims of “general” mental-health capability
remain difficult to substantiate.

What constrains evaluation and sustainable de-
ployment in mental health NLP? Evaluation
practices and data governance reflect dataset design
decisions and, in turn, constrain real-world applica-
bility. In particular, mental health NLP now faces
a “data crisis”: whereas general NLP progress
has been accelerated by openly shared datasets and
community-wide benchmarks, the sensitive nature
of mental health data has stifled similar large-scale
collaboration. Shared tasks and benchmarking ef-



forts in this domain have indeed proven valuable
in providing data for research and fostering novel
modeling approaches, but such resources remain
the exception rather than the norm. As a result,
standard metrics continue to dominate current eval-
uations, even for tasks where calibration, uncer-
tainty, and asymmetric error costs are critical (e.g.,
risk stratification). Aligning metrics with label type
and intended use is therefore essential for clinically-
awared and responsible evaluation.

A parallel and increasingly urgent challenge con-
tributing to the dara crisis is sustainable access
to data. Open social-media datasets have enabled
shared benchmarks and rapid iteration, while clini-
cally grounded resources are often restricted due to
consent, privacy, and regulatory constraints. This
fragmentation contributes to what can be viewed
as a growing data crisis in computational men-
tal health: progress increasingly depends on a
small number of widely reused datasets, while
new clinically meaningful data remain difficult
to collect, share, and validate. Moving beyond a
public—private binary will be necessary to support
long-term progress, through mechanisms such as
controlled evaluation servers, secure data enclaves,
federated learning, or high-quality synthetic and
partially de-identified derivatives.

Importantly, both evaluation design and data gov-
ernance highlight a broader structural gap: the lim-
ited and often late-stage involvement of domain
experts. Many datasets and benchmarks are con-
structed without sustained participation from clin-
icians or mental-health professionals, which con-
strains the choice of labels, tasks, and metrics, and
weakens the link between model performance and
real-world decision-making. Clearer documenta-
tion of data provenance, consent assumptions, and
access conditions developed in collaboration with
domain experts would further support responsi-
ble reuse and meaningful comparison (MacAvaney
et al., 2021; Milne et al., 2016; Benton et al., 2017).

Taken together, sustainable deployment in men-
tal health NLP requires addressing a field-wide
data crisis by moving beyond isolated datasets to-
ward shared infrastructures and sustained interdisci-
plinary collaboration. Including domain expertise
throughout dataset design, evaluation, and gover-
nance is essential for ensuring that resulting sys-
tems are both reproducible and clinically reliable.
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7 Conclusion

Our survey makes three contributions: (1) a dataset-
centric review of computational mental health re-
search, emphasizing how mental-health states are
operationalized through existing resources; (2) an
accompanying online resource to support dataset
discovery and comparison; and (3) findings on la-
beling, representation, and evaluation that expose
recurring dataset design patterns shaping what cur-
rent systems can learn, generalize, and improve on.
We hope that this work informs the development
of future datasets and benchmarks that are not only
technically sound but are also clinically grounded
and capable of supporting real-world impact.

Limitations

Our survey focuses on mental health datasets and
resources as they are discussed in the NLP lit-
erature, with an emphasis on how mental-health
states are operationalized for modeling and eval-
uation. As a result, we do not aim to comprehen-
sively cover parallel work from clinical psychol-
ogy, psychiatry, or the behavioral sciences that does
not intersect with computational or NLP-oriented
datasets. While we draw on clinical constructs to
contextualize dataset design, deeper theoretical or
diagnostic discussions from the clinical literature
fall outside the scope of this review.

Throughout the paper, we use terms such as clin-
ical grounding or clinical alignment to describe
the extent to which dataset labels, task formula-
tions, and signals correspond to established clinical
constructs (e.g., validated instruments or severity
scales). These terms are not intended to imply di-
agnostic readiness or suitability for deployment in
clinical settings. Our analysis evaluates datasets as
research resources rather than clinical tools.

The scope of this survey is also limited to papers
published in English, regardless of the language
of the underlying datasets. Although we include
and discuss non-English datasets when they appear
in English-language publications, relevant work
published exclusively in other languages may be
underrepresented. This constraint reflects common
practice in NLP surveys but may limit coverage of
region-specific or locally developed resources.

In addition, while our review follows a structured
and systematic process inspired by PRISMA-style
guidelines, it is not a meta-analysis and does not
include controlled experimental validation. That
said, we provide quantitative summaries, compar-



ative statistics, and structured metadata through
the accompanying website released with this pa-
per, which supports dataset comparison and explo-
ration beyond what is feasible in print. Our findings
are therefore grounded in systematic curation and
quantitative resource analysis, rather than empirical
model evaluation.

Finally, our disorder coverage is necessarily se-
lective. We focus on a set of representative mental
health conditions discussed in Section 2, which to-
gether capture the majority of existing datasets and
research activity in NLP. We anticipate that addi-
tional conditions and emerging research areas may
introduce new dataset design considerations, and
we hope this survey provides a foundation for fu-
ture extensions that broaden coverage and deepen
clinical relevance.
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A Paper Collection Method and Example

To systematically collect mental health datasets,
we organized our literature review by men-
tal health aspect, including depression (and re-
lated affective disorders), bipolar disorder, anx-
iety (including stress), PTSD, suicidal ideation,
schizophrenia, and a set of additional conditions
grouped as “Other” disorders, including Attention-
Deficit/Hyperactivity Disorder (ADHD), obsessive-
compulsive disorder (OCD), eating disorders, bor-
derline personality disorder, seasonal affective dis-
order, insomnia, and dementia. This disorder-
centric organization guided both paper discovery
and dataset categorization throughout the survey.
We conducted keyword-based searches across
a broad set of peer-reviewed venues commonly
used in NLP, speech, and adjacent Al communi-
ties. These included major NLP and computational
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linguistics venues (ACL Anthology, COLM, COL-
ING), speech and audio processing conferences
(Interspeech, ICASSP), machine learning and arti-
ficial intelligence venues (AAAI NeurIPS, ICML,
ICLR), and selected computer vision conferences
(eCVPR, ICCV, ECCV). Searches covered publi-
cations from 2001 to 2025 and were supplemented
by Google Scholar queries to capture relevant in-
terdisciplinary work. For each venue, we queried
disorder-specific keywords in combination with
dataset- and resource-related terms, iteratively ex-
panding the keyword library as new terminology
emerged.

Identified papers were manually reviewed to de-
termine whether they introduced, curated, or sub-
stantially analyzed a mental health dataset. In addi-
tion to primary dataset papers, we followed citation
chains and related-work sections to identify earlier
resources and derivative datasets. For each dataset,
we recorded key metadata, including disorder cov-
erage, modality, task formulation, label source, and
access conditions, in a shared tracking spreadsheet,
which we additionally release an accompanying
online resource that consolidates all 229 reviewed
datasets into structured tables and interactive vi-
sualizations. (Available at https://anonymou
s.4open.science/r/mental-health-datas
ets-resources-review-anonymize-0772 and
Appendix G for details). To avoid duplication and
ensure consistency, all entries were cross-checked
against a centralized meta-table before inclusion.

Overall, our collection process follows a
structured and systematic workflow inspired by
PRISMA-style guidelines, emphasizing transpar-
ent inclusion criteria and comprehensive coverage
within the defined scope. However, as discussed
in Section 7, this survey is not a meta-analysis and
does not include controlled experimental validation.
Instead, our findings are grounded in systematic
curation, quantitative summaries, and structured
metadata analysis. To support transparency and
reuse beyond what is feasible in print, we release
an accompanying website that consolidates all re-
viewed datasets and provides comparative statistics
and interactive visualizations.

Paper Collection Example: Bipolar Disorder
As a concrete example, for bipolar disorder we
searched across a broad set of sources, including
the ACL Anthology,COLM, Interspeech, ACM
venues, IEEE conferences, Google Scholar, and
selected computer vision venues (e.g., CVPR). Key-
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words included “bipolar disorder,” “bipolar dis-
order NLP,” and “bipolar,” with additional filter-
ing required to remove unrelated results. In total,
we identified 44 bipolar-related datasets, of which
13 originated from ACL venues and 8 from In-
terspeech, with the remainder distributed across
mixed NLP and interdisciplinary outlets. Notably,
despite surveying major computer vision and ma-
chine learning venues, we did not identify bipolar-
specific datasets originating from those communi-
ties, reflecting both disorder-specific research focus
and broader venue biases discussed in Section 7.

B Clinical Background and Terminology

This appendix provides brief clinical background
and terminology to contextualize how mental
health conditions are referenced throughout the
survey. Our goal is not to offer diagnostic defi-
nitions or exhaustive clinical taxonomies, but to
clarify how disorder names used in NLP datasets
(e.g., depression, anxiety, PTSD) map—often im-
perfectly—onto clinical constructs.

Many conditions discussed in this paper encom-
pass heterogeneous symptom profiles, subtypes,
and severity levels (e.g., major depressive disorder
vs. dysthymia, bipolar I vs. bipolar II), which are
frequently collapsed or underspecified in dataset
design. In the main body of the paper, we also sum-
marize commonly used clinical distinctions and
assessment practices to support interpretation of
dataset labels, task formulations, and evaluation
choices, and to highlight where abstraction or sim-
plification may affect downstream modeling and
claims.

B.1 Depression Disorders background info

Depression disorders are characterized by persis-
tent low mood and loss of interest or pleasure, typi-
cally accompanied by changes in sleep or appetite,
fatigue, and difficulty concentrating that interfere
with daily functioning. Clinically, these conditions
are diagnosed using standardized criteria in the
DSM-5-TR (Diagnostic and Statistical Manual of
Mental Disorders, Text Revision), a reference man-
ual published by the American Psychiatric Associ-
ation (American Psychiatric Association, 2022). A
commonly studied clinical construct is the major
depressive episode (MDE), which involves a period
of at least two weeks of depressed mood or loss of
interest/pleasure along with additional symptoms
and impairment (World Health Organization, 2022).
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Globally, depression affects hundreds of millions
of people and is a leading contributor to disability.
The World Health Organization estimates that hun-
dreds of millions of people worldwide experience
depression, and notes that in high-income countries
only about one-third of people with depression re-
ceive mental health treatment (World Health Orga-
nization, 2025). Motivated by the scale of unmet
need, recent work in computational mental health
has explored how language signals from text (e.g.,
social media, patient-generated text, or clinical doc-
umentation) can support depression screening or
monitoring.

B.2 Bipolar background info

Bipolar disorder is characterized by extreme
swings in mood, energy, and activity levels (Staff,
2024). These shifts are known as manic or hy-
pomanic and depressive episodes, and can cause
significant disruptions in daily life. The shifts from
depression to mania may occur rarely or multiple
times a year, and each episode usually lasts sev-
eral days (Staff, 2024). This mental health disor-
der affects around 7 million American adults in a
given year (of Mental Health, 2025). It is a life-
long disease, but can be controlled with medica-
tion. It’s estimated that around 8 million Americans
are affected with bipolar disorder but are undiag-
nosed. With this review, our goal is to organize
these datasets by modality, type, and public avail-
ability into a website that is easily accessible for
future research.

Also, around 69% of patients with bipolar dis-
order are initially misdiagnosed, and more than
30% remain misdiagnosed for 10 or more years
(Singh and Rajput, 2006). In recent years, many re-
searchers have looked into using natural language
processing to improve mental health diagnosis. In
computational and linguistic studies, researchers
have used observable language patterns and fea-
tures associated with these disorders to attempt to
automate or improve clinical diagnosis.

B.3 Ancxiety background info

Anxiety is an extremely common mental health
disorder that is characterized by excessive nervous-
ness and fear that can interfere with daily life. It
is a normal response to stress but when it becomes
severe and/or persistent, it is referred to as anxiety
disorder.

It is estimated that as many as 1/3 of US ado-
lescents and adults, as a lifetime prevalence, have



experienced anxiety at one point in their lifetime.
This includes a multitude of different types of anxi-
eties including generalized anxiety disorder, panic
disorder, social anxiety disorder, phobia-related
disorder, among many others. Anxiety is often
caused by previous trauma experienced by the in-
dividual or mental disorders in biological relatives
that is passed down genetically. (National Institute
of Mental Health (NIMH), 2025)

B.4 PTSD background info

It is common for people of all ages and back-
grounds to be affected by PTSD, however most
commonly is associated with veterans dealing with
combat trauma. The challenges with diagnosing
PTSD lie in the fact that the patient must describe
their experiences accurately and in detail, which
can be challenging due to memory and time passing
in between the event and the presenting of symp-
toms. Additionally, PTSD can manifest differently
in different patients, depending on each patient’s
experience. This research can greatly affect the rate
of correct diagnosis for PTSD, as it is often mis-
diagnosed as other conditions, such as depression
and anxiety.

PTSD, also known as Post Traumatic Stress
Disorder, is a mental health disorder that devel-
ops after witnessing or experiencing a traumatic
event. PTSD arises from experiencing or witness-
ing events that involve actual or threatened death,
serious injury, or sexual violence (American Psy-
chiatric Association, 2022). These events can in-
clude serious accidents, physical or sexual assault,
abuse, combat, or exposure to traumatic events at
work. PTSD is characterized by intrusive thoughts,
avoidance behaviors, negative alterations in cogni-
tion and mood, and alterations in arousal and reac-
tivity (World Health Organization, 2022). It often
co-occurs with other conditions, such as substance
abuse, depression, and anxiety disorders. PTSD
affects 6% of the American adult population, about
13 million people annually (for PTSD, 2025).

B.5 Suicidal Ideation backgroud info

In the United States, suicide was the second leading
cause of death in 2021 for people ages 10-24 (Cen-
ters for Disease Control and Prevention, 2021b).
That year, the age-adjusted suicide rate for the to-
tal population was approximately 14.1 deaths per
100,000 (Centers for Disease Control and Preven-
tion, 2021a). Suicide rates also vary markedly by
sex: in 2022, the age-adjusted rate for males was
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22.8 per 100,000, compared with 5.7 per 100,000
for females, roughly four times lower. Older men
exhibit the highest suicide rates of any age-sex
group, with men aged 75 years and older reach-
ing approximately 43.9 per 100,000 in 2022. In
terms of race and ethnicity, non-Hispanic Ameri-
can Indian or Alaska Native persons had the high-
est age-adjusted suicide rate in 2021 at 28.1 per
100,000, while non-Hispanic Asian persons had
among the lowest rates, around 6.5 per 100,000 in
2023.

Suicidal ideation is often the starting point for
what eventually leads to an individual deciding
to take their life. Suicidal ideation is defined as
thinking about or formulating plans for suicide con-
sistently, to the point where it significantly and
adversely affects the individual’s life. The National
Institute of Health (NIH) states “A helpful anal-
ogy is to view suicidal ideation as the more sig-
nificant, unseen portion of an iceberg, with the
act of suicide as the visible tip. This perspective
emphasizes the need for early identification and tar-
geted intervention of those with suicidal ideation
to prevent progression to suicide.”. Additionally,
suicidal ideation has increased in recent years and
has become more prevalent due to an increasingly
busy and stressful world, along with continued sub-
stance abuse (including various drugs and alchohol)
among the youth).

Trends. The graph below depicts the number of
databases on ACL anthology that papers utilized
relating to the key words “suicidal ideation™ per
year from 2014 to 2025. There does not seem to
be a consistent increase in the number of databases
that were used but there does seem to be a marked
increase in the year 2025. One important thing
to note is that this graphic depicts the number
of unique datasets each year relating to suicidal
ideation. In previous years, including 2021 and
2022, CLPsych released their own suicidal ideation
datasets and many papers utilized this dataset, lead-
ing to less unique datasets for suicidal ideation
being used.

B.6 Schizophrenia background info

Schizophrenia is a mental disorder that manifests
itself in a number of ways, typically split into two
categories: positive and negative symptoms. Pos-
itive symptoms include hallucinations, delusions
and disorganized thinking and speech, while nega-
tive symptoms include reduced emotional expres-
sion, lack of motivation and social withdrawal
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(Mayo Foundation for Medical Education and Re-
search, 2024). Schizophrenia is a lifetime illness,
affecting between 0.33% and 0.75% of the non-
institutionalized population (U.S. Department of
Health and Human Services, 2025), but can be
managed with medication and therapy. Those with
schizophrenia are far more prone to premature
death and suicide relative to the general population
(U.S. Department of Health and Human Services,
2025), creating strong incentives to improve diag-
nostic techniques. Some studies have attempted to
address the patterns of schizophrenic speech in the
hope of using natural language processing (NLP)
to identify corresponding abnormalities in patients’
speech.

C Detailed Trends and Observations
Based on Disorders

C.1 Bipolar

As seen in Fig 3, 43/44 of the datasets collected
have been created post 2014, and one is from 2002.
This data is an outlier, and was a study done to
analyze speech differences between different men-
tal health patients. This study was not originally
relevant to artificial intelligence, but this transcrip-
tion is helpful to us and its data can be used today.
Most of the studies are from 2021 or 2022, which
is because this is after the introduction of LLMs,
and studies related to natural language processing
methods in bipolar disorder became more common.

The newer studies use methods such as trans-
former architecture, and models such as Google’s
BERT (Devlin et al., 2019b), and pretrained BERT
models such as Mental BERT and Clinical BERT (Ji
et al., 2022), (Huang et al., 2019). The earlier arti-
cles (pre 2020), use analysis based on features such
as LIWC analysis (Pennebaker et al., 2015), and
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Figure 3: Datasets published by year, N=44, 43/44
(97.7%) of datasets are created post 2014
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or other type such as video)
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lexical and syntax analysis (Jurafsky and Martin,
2009). Fig 4 shows how the feature based models
and transformer based models used are essentially
the same amount of papers, but trajectories of the
datasets we have collected show that transformer
based models are more commonly now used for
analysis.

As shown in the Fig 5, 58% of the past litera-
ture that we looked at in bipolar disorder detection
has utilized social media datasets, and only 8 per-
cent included data that was a modality different
from text (video). Due to its size and availability,
social media data is very prominent in computa-
tional linguistics research. Reddit and Twitter are
both popular choices of data collection sites, due to
their convenience, post length, informal language
use, and possible anonymity. Most of the datasets
available for analysis on bipolar disorder are Red-
dit or Twitter based datasets, with only 9 out of
30+ reviewed datasets being a type of data other
than social media posts or profiles. However, only
four of the 17 social media datasets collected are
publicly available in their annotated and filtered
form. Some are available upon request or available
to redownload and filter through from the public
API, but only a small few are linked in the pa-
pers. Many of the papers follow the (Coppersmith
et al., 2014) method of approaching data collection,
which includes filtering social media data to pick
out the ones with self diagnoses, and then remove
the non English posts using the Compact Language
Detector (CLD2Owners, 2013).

There is a significant lack in any data that is a
modality other than text or transcription (only 9%
of the papers we reviewed were of a modality other
than text or transcription). There are multi modal
(datasets of more than one modality, combining
two or more of the following modalities: audio,
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video, physiological, or text) datasets available for
depression, but none are specific to bipolar disorder.
Fig 6 shows how overwhelmingly, the majority of
data is text, transcription, or speech (all based on
the text modality). Very few of the datasets include
fMRI, audio, or video data, and only a handful use
more than one modality when collecting data. This
is a big gap in research because bipolar disorder
is inherently multi modal in its manifestation in
patients, it affects more than just what people say.
Their behavior, emotions, facial expression, and
speech all are changed and affected by the disorder.
Facial expression is slightly different between bipo-
lar patients and the control group (Bersani et al.,
2013), and motor behavior also differs between
various phases of bipolar disorder and the control
group (Kang et al., 2018). Thus, multi modal data
could be beneficial to our ultimate goal of creating
an agent which can assist with diagnosis. Unlike de-
pression, which is a relatively consistent behavioral
pattern, bipolar disorder involves extreme shifts in
behavior which could be studied through modal-
ities other than text. This limits the diagnostic
capabilities of ML models because they may not
be able to detect the difference between manic and
depressive states, non verbal indicators, or facial
cues. Therefore, the development of bipolar disor-
der specific multi modal datasets is an important
next step in advancing this research.

C.2 Anxiety

From observing trends of dataset source (Fig 8
and 7), we see a decrease in the number of Twitter
datasets and an increase in the number of Reddit
datasets as time has progressed.
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D Evaluation Case study: Depression
Task Eval

Across the depression literature, task formulations
concentrate on (i) binary detection over social-
media timelines and user histories, (ii) severity
or symptom prediction using standardized instru-
ments such as PHQ-8/9, BDI and MADRS, and
(iii) early-risk or temporal modeling where ob-
servations arrive sequentially. Evaluations follow
modality and objective: social-media classifica-
tion typically reports precision/recall/F1 (with oc-
casional AUROC), while severity prediction em-
phasizes MAE/RMSE; early-risk and temporal
setups employ time-aware metrics, such as the
Early Risk Detection Error (ERDE) (Losada and
Crestani, 2016). Across establiashed benchmarks,
modeling has diversified from feature-engineered
SVM/SVR to deep learning approaches—on AVEC
2013/2014 (Valstar et al., 2013, 2014) and DAIC-
WOZ (Gratch et al., 2014) for speech/multimodal
severity, within eRisk (Losada and Crestani, 2016)
for early-risk detections, and in the CLPsych
shared tasks (Coppersmith et al., 2015b) and
RSDD (Yates et al., 2017) for social-media de-
tection—while recent datasets extend these trends
with self-supervised audio and new fusion strate-
gies (e.g., Androids (Tao et al., 2023), CLIND
(Dumpala et al., 2024), VMD (Dumpala et al.,
2025), EATD (Shen et al., 2022)).



E Benchmarking and Interpretability —
Feature Analysis

Benchmarking efforts typically compare traditional
machine learning models such as Support Vec-
tor Machines (SVMs), Logistic Regression (LR),
and Multi-Layer Perceptrons (MLPs) with ad-
vanced deep learning architectures including Con-
volutional Neural Networks (CNNs) (Campbell
et al., 2023), Long Short-Term Memory networks
(LSTMs) (Lewis et al., 2025; Fara et al., 2023b;
Campbell et al., 2023; Thamrin and Chen, 2024;
Dumpala et al., 2025; Zhou et al., 2025; Sampath
et al., 2023), and transformer-based architectures
(Lin et al., 2024b; Varadarajan et al., 2024). More
recent studies also benchmark large language mod-
els such as MentalLLaMA, LLaMA (Thamrin and
Chen, 2024), and clinically augmented variants
of LLaMA, demonstrating state-of-the-art perfor-
mance across multiple benchmark datasets.

A significant trend in current research is the com-
parison of features extracted from Self-Supervised
Learning (SSL) models such as WavLM, HuBERT,
AudioMAE, and TRILLsson with traditional acous-
tic feature sets including eGeMAPS, COVAREP,
and Mel-spectrograms (Dumpala et al., 2024).
These comparisons highlight the superiority of
SSL-derived representations in capturing clinically
relevant acoustic patterns.

Beyond benchmarking accuracy, interpretability
is crucial in mental health applications where trans-
parency is necessary for clinical adoption. Feature
importance is examined using model-agnostic in-
terpretability tools such as LIME and Gini impurity
for Random Forest models (Srivastava et al., 2025),
as well as statistical frameworks such as linear
mixed-effects models (LMMs), which incorporate
fixed and random effects to analyze group differ-
ences while controlling for demographic variables
(Plank and Zlomuzica, 2025; Wei et al., 2021).

Additional analytical techniques include UMAP-
based topic visualization, regression coeffi-
cients (Plank and Zlomuzica, 2025), Spear-
man correlation analysis, two-way ANOVA, and
Mann—Whitney U tests (Abdelkadir et al., 2024a;
Wu et al., 2024; Thamrin and Chen, 2024). Recent
research has also introduced the concept of Ref-
erence Intervals (RIs) as a clinically interpretable
method to define normative “healthy” ranges of
acoustic features, enabling the objective detection
of deviations associated with mental health distur-
bances (White et al., 2025).
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E.1 Feature Analysis

Bipolar Methodologically, early studies relied
primarily on hand-crafted linguistic features such
as LIWC and lexical—syntactic analysis, whereas
more recent work increasingly adopts transformer-
based models including BERT, Mental BERT, and
ClinicalBERT (Devlin et al., 2019b; Ji et al.,
2022; Huang et al., 2019; Pennebaker et al., 2015;
Jurafsky and Martin, 2009). As illustrated in
Fig 4, while feature-based and transformer-based
approaches appear in comparable numbers overall,
there is a clear temporal shift toward transformers.

Anxiety In the literature on anxiety detection,
older papers tend to rely heavily on hand-crafted
linguistic feature extraction methods such as LIWC.
For example, Fernandez and Smith (2016) used
LIWC categories (e.g., “anxiety”” and negative emo-
tion words) to predict anxiety without employ-
ing neural networks. In contrast, newer work in-
creasingly adopts transformer-based models; for
instance, Teferra and Rose (2023) fine-tuned a
transformer on speech transcripts and outperformed
a LIWC-based logistic regression baseline. A
smaller subset of studies employ a mixed approach
that combines traditional linguistic features with
deep learning methods. The distribution of these ap-
proaches can be seen in the pie chart below, which
highlights the shift over time from handcrafted fea-
tures to more advanced neural architectures.

PTSD When looking at all the datasets, we also
noted how many datasets used feature based anal-
ysis, commonly LIWC, and how many used deep
learning and transformer based architecture to an-
alyze the datasets. What we found was that 9/37
papers use feature based, and 9/37 use transformer
based and the rest are mixed, as seen in Fig 10.

F Extended discussion: Consent and
Anonymization

In the mental health NLP domain, data collection
as well as sharing practices must carefully balance
research needs with privacy, consent, and sustain-
ability. A review of datasets used in our paper
reveals a variety of approaches to user consent,
anonymization, and sustainability.

User Consent Researchers have adopted differ-
ent consent practices depending on data source and
context. Some datasets are derived from volun-
teer contributions or surveys, where participants



explicitly consented to share their data for re-
search(De Choudhury et al., 2014; Gratch et al.,
2014; MacAvaney et al., 2021). In contrast, many
mental health datasets leverage public social media
posts without individual consent for each user, un-
der the assumption that publicly posted data can be
ethically mined if handled properly and in line with
platform policies(Coppersmith et al., 2015a; Milne
et al., 2016; Yates et al., 2017; Cohan et al., 2018a;
Turcan and McKeown, 2019a). Even when per-
user consent is not feasible for large-scale corpora,
researchers are urged to follow institutional ethics
guidelines and obtain at least an IRB exemption or
approval. It is important to remember that “public”
does not equate to permission for unrestricted use.
Indeed, users often share sensitive information like
a depression diagnosis or suicidal thoughts in on-
line communities with an expectation of privacy or
anonymity, even if the forum is technically open-
access. Because of this, some researchers advocate
creative alternatives to classic informed consent,
such as opt-in data donation and access-controlled
evaluation environment(MacAvaney et al., 2021;
Milne et al., 2016). Regardless of how data is
sourced, an emerging best practice is to be transpar-
ent with users and communities. Some researchers
engage directly with online health communities or
moderators before using their data, or at minimum
publish a public notice about data use(MacAvaney
et al., 2021; Milne et al., 2016). That being said,
robust anonymization remains essential.

Anonymization Mental health data can be rich
in personal details such as names, locations, or
health revelations, which require anonymization
or de-identification before sharing or analysis.
Most text-based datasets undergo some form of
de-identification preprocessing. This can include
removing or replacing usernames, user IDs, and
mentions, stripping sensitive URLs and references
to specific groups, and deleting metadata fields
like timestamps if they could be identifying (Ben-
ton et al., 2017). In the 2015 CLPsych Twitter
dataset, these steps were taken systematically, and
an open-source tool was even released to help de-
identify Twitter data in future studies(Coppersmith
et al., 2015a). For forum or interview transcripts,
researchers often run named entity recognition to
find any person names or locations in the text
and then either blank them out or substitute with
generic tokens (e.g., "[NAME]", "[CITY]"). For
example, one study on online breast cancer forums
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applied an automated de-identification to remove
names/places from user messages(Benton et al.,
2017). Similarly, clinical interview recordings (e.g.
speech datasets for schizophrenia or depression)
are usually transcribed and edited to omit names or
any protected health information before researchers
analyze them.

G Website

The website (https://ziweig.github.io/men
tal-health-datasets-resources-review/)
serves as the interactive companion to our paper
hosting the summary tables and visualizations with
interactive components. Figure 12 and Figure 13
illustrate the filtering and sorting functionalities
of the dataset summary table. Users can apply
string and number matching, and sort the table
by individual columns. In addition to the tabular
interface, aggregate insights are presented through
visualizations below the table. Figure 14 presents
a paginated and sortable bar chart (By Paper Count
or Mental Disorder Name) showing the number
of papers per mental disorder group. Figure 15
shows a bar chart illustrating the number of papers
by the number of disorders included. Figure 16
illustrates a line chart visualizes the number of
papers collected per year.


https://ziweig.github.io/mental-health-datasets-resources-review/
https://ziweig.github.io/mental-health-datasets-resources-review/
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Figure 12: Filtering feature of the summary table.
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Figure 13: Sorting feature of the summary table.
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This chart shows the number of papers associated with each mental disorder category.

Figure 14: Pagination and Sorting for paper counts per mental disorder bar chart.
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This chart displays the number of papers grouped by how many disorders they include.
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Figure 15: Bar chart for paper count per disorder count
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‘This graph shows the number of papers associated with each year.

Figure 16: Bar chart for paper count per disorder count
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