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Abstract

Researchers in both psychology and computer science have
suggested that modeling individual differences may improve
the performance of automatic deception detection systems.
In this study, we fuse a personality classification task with a
deception classifier and evaluate various ways to combine the
two tasks, either as a single network with shared layers, or
by feeding personality labels into the deception classifier. We
show that including personality recognition improves the per-
formance of deception detection on the Columbia X-Cultural
Deception (CXD) corpus by more than 6% relative, achieving
new state-of-the-art results on classification of phrase-like units
in this corpus.

Index Terms: Personality recognition, Deception detection,
DNN, LSTM, Word Embedding

1. Introduction

Deception detection is a task of extreme interest and importance
to numerous public and private sectors. It is also an extremely
difficult task which even humans cannot perform with reliable
accuracy. Automatic detection of deception from voice and
language, which is noninvasive and relatively easy to collect
and analyze, has been the object of much interest in the natu-
ral language processing (NLP) and speech community, and has
yielded promising results.

Individual speaker differences such as personality play an
important role in deception detection, adding considerably to
its difficulty [1]. Enos et al. [2] also found that judges with dif-
ferent personalities perform differently when they detect deceit.
We therefore hypothesize that personality scores may provide
useful information to a deception classifier, helping to account
for interpersonal differences in verbal and deceptive behavior.

In this study, we fuse a personality classification task with a
deception classifier and evaluate various ways to combine the
two tasks, either as a single network with shared layers, or
by feeding personality labels into the deception classifier. We
show that including personality recognition improves the per-
formance of deception detection on the CXD corpus by more
than 6% relative, achieving new state-of-the-art results on clas-
sification of phrase-like units in this corpus and demonstrating
the capacity for personality information and multi-task learning
to boost deception detection.

The remainder of this paper is structured as follows. In Sec-
tion[2} we review previous work. A description of the data can
be found in Section[3] In Sectiond] we describe the feature sets
and model architectures. Section [5] presents the experimental
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setup and results from the various models. Finally, we conclude
and discuss future research directions in Section[6]

2. Related Work

Many researchers have explored the task of detecting decep-
tion from speech and language. Numerous lexical and acoustic-
prosodic cues have been evaluated. Early work by Ekman et
al. [3] and Streeter et al. [4] found pitch increases in deceptive
speech. Linguistic Inquiry and Word Count (LIWC) categories
were found to be useful in deception detection studies across
five corpora, where subjects lied or told the truth about their
opinions on controversial topics [S]]. Other studies similarly re-
port that deceptive statements can be distinguished from truthful
statements using language-based cues, both verbal and nonver-
bal [6].

For speech-based deception detection, acoustic-prosodic
features are used very often to identify the differences between
deceptive and truthful speech, because pitch, energy, speaking
rate and other stylistic factors may vary when speakers deceive.
Hirschberg et al. [7]] automatically extracted acoustic-prosodic
and lexical features from Columbia-SRI-Colorado (CSC) cor-
pus, the first cleanly recorded large-scale corpus of deceptive
and non-deceptive speech. They achieved about 70% accuracy,
and found that subject-dependent features were especially use-
ful in capturing individual differences in deceptive behavior.

Interpersonal differences have been cited as a major obsta-
cle to accurate deception detection [[1]. Personality in particular
has been associated with differences in deception detection be-
havior [2] However, there has been little research on using per-
sonality information to improve deception detection. Levitan et
al. [8]] found that including gender, native language, and per-
sonality scores along with acoustic-prosodic features improved
classification accuracy on the Columbia Cross-Cultural Decep-
tion (CXD) Corpus [9]], supporting the notion that deceptive be-
havior varies across different groups of people, and that includ-
ing information about interpersonal differences can improve the
performance of a deception classifier.

3. Data

The collection and design of Columbia X-Cultural Decep-
tion (CXD) Corpus analyzed here is described in more de-
tail by [9l [10]. It contains within-subject deceptive and non-
deceptive English speech from native speakers of Standard
American English (SAE) and Mandarin Chinese (MC). There
are approximately 125 hours of speech in the corpus from 173
subject pairs and 346 individual speakers. The data was col-
lected using a fake resume paradigm, where pairs of speak-



ers took turns interviewing their partner and being interviewed
from a set of 24 biographical questions. Subjects were in-
structed to lie in their answers to a predetermined subset of the
questions. Subjects were provided with financial incentive to lie
effectively and judge deceptive statements correctly.

In addition to the high-level truth labels provided by the
framework of the task, granular truth labels were reported by
the participants as they spoke. While answering the biograph-
ical questions, each interviewee pressed the T or F key on a
keyboard, labeling each utterance spoken as true or false. For
example, in the middle of a deceptive statement about where
they were born, a subject could include the truthful statement
that their birthday was on a certain date. Similarly, truthful or
further deceptive information could be included in the subject’s
responses to the interviewer’s follow-up questions.

The keystrokes indicating granular truth labels were ap-
plied to speech segments according to the following alignment
rule: [11]: a T or F label was assigned to a speech segment if a
consistent label was retrieved (the interviewee pressed the cor-
responding key on the keyboard) between the start and end time
of that segment, and eliminated otherwise.

Before the recorded interviews, subjects filled out the NEO-
FFI (Five Factor) personality inventory [12], yielding scores for
Openness to Experience (O), Conscientiousness (C), Extraver-
sion (E), Agreeableness (A), and Neuroticism (N). A median
split of the Big Five scores is done to divide each of the big five
personality groups into two classes, high and low.

Transcripts for the recordings were obtained using Ama-
zon Mechanical Turkﬂ (AMT), and the transcripts were force-
aligned using Kaldi [13]. The speech was then automatically
segmented into inter-pausal units (IPUs) using Praat, and tran-
scripts were manually corrected. The subject key-presses were
aligned with the speech as well.

In this study, the speech was segmented in two different
ways: turn and IPU. An IPU is defined as speech from a single
speaker separated by at least 50 ms silence, and a turn is de-
fined as speech from a single speaker separated by at least 500
ms silence. Segments were eliminated if their duration is less
than 0.05 seconds, resulting in average durations of 1.31 and
4.24 seconds for IPUs and turns, respectively. Finally, there are
79,632 and 30,368 IPU and turn level segments respectively, to-
taling 110,000 instances. Including instances from both levels
of segmentation significantly increased the training size.

Table 1: Segmentation Summary

Duration  Avg(s)  Min (s) Max (s)

IPU 1.31 0.05 21.76
Turn 4.24 0.06 115.41
Total 2.12 0.05 115.41
#Words Avg(w) Min(w) Max (w)
IPU 4 1 47
Turn 11 1 387
Total 6 1 387

4. Methodology
4.1. Features

For our experiments, we use the feature sets described in [[14}
13): acoustic-prosodic low-level descriptor features (LLD);
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word category features from LIWC (Linguistic Inquiry and
Word Count) [16]; and word scores for pleasantness, activa-
tion and imagery from the Dictionary of Affect in Language
(DAL) [17]. We also use the Gensim library [18] to extract
two sets of word embedding features (WE) using Google’s pre-
trained skip-gram vectors [[19] and Stanford’s pre-trained GloVe
vectors [20].

In order to calculate the vector representation of a turn, we
extract a 300-dimensional word vector for each word in the seg-
ment, and then average them to get a 300-dimensional vector
representing the entire turn segment. The feature sets used here
represent information from both the acoustic and lexical signals,
in addition to the higher-level psycholinguistic information rep-
resented by the LIWC and DAL features.

4.2. Deception models

Following Mendels et al. [11]], we train three different models
to predict deception: (1) a multilayer perceptron (MLP) trained
using LIWC, DAL, LLD, and pretrained word embeddings, (2)
a Long Short-Term Memory (LSTM) classifier using Stanford’s
pretrained GloVe vectors, and (3) a hybrid of the first two mod-
els. These models provide a baseline deception detection accu-
racy which we attempt to improve upon using personality pre-

diction in Sections 3.2l and £.3.11

4.2.1. Multilayer perceptron

The multilayer perceptron (MLP) [21] is a simple feed-forward
network using the sigmoid activation function. Our model has
five fully-connected layers in a bottleneck configuration: (2048,
1024, 512, 1024, 2048) neurons per layer. The output layer
consists of a single output neuron that uses the sigmoid function
to calculate the probability of deception. During training, we
add batch normalization [22] and a dropout layer [23]] with 0.5
probability to each hidden layer.

4.2.2. Word Embedding and LSTM

We additionally experiment with feeding an instance’s word
embeddings into an LSTM (Long Short Term Memory) layer,
well known for capturing sequential information [24, 23], to
learn an instance-level representation.

For this model, which uses only the word embedding fea-
tures as input, we also update the off-the-shelf word embed-
dings used in the MLP to better represent our data. We initial-
ized a 300-dimensional word embedding layer with the Stan-
ford off-the-shelf GloVe embeddings. We then trained the new
model on our data, updating those initial weights. Since our
corpus is relatively small, this takes advantage of the enormous
corpora that were used to train the off-the-shelf embeddings,
and adapts them to our data.

After training the word embedding layer, we feed 300-
dimensional word embeddings one at a time to the LSTM layer
to get instance-level representations. We set the maximum word
length of each instance to 60, and zero padding is used if the
sentence length is less than 60 words. The LSTM layer’s out-
put, which represents the instance’s lexical content, is a 256-
dimensional vector.

A sigmoid function is then applied to the instance repre-
sentation, outputting a probability estimation of the instance’s
deceptive status.
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4.2.3. Hybrid Model

A third model combines the previous two models by taking the
output of the last hidden layer in the MLP model and concate-
nating it with the 256-dimensional output of the LSTM. The
output of the concatenated layer is fed forward to a single output
node that uses the sigmoid activation to predict the probability
of deception.

4.3. Personality Recognition for Deception Detection

Motivated by [2| 26], we hypothesize that personality can im-
prove deception detection. Therefore, we incorporate person-
ality information into the deception detection models described
in Section[d.2]

We evaluate two different ways to incorporate personality
information into the deception classifier: (1) using multi-task
learning to jointly predict both speaker personality and instance
deception, and (2) feeding personality labels into the deception
classifier’s output layer.

4.3.1. Multi-task learning

The motivation behind multi-task learning — using a single
classifier to predict two or more labels — is that robustness
and accuracy may be improved by giving the classifier more
than one task, since the tasks can influence each other through
a shared representation.

For the multi-task MLP model, we add an output node for
each personality trait to the last fully connected output layer
with the sigmoid activation function (Figure [T). The output
layer, which previously had a single node for predicting de-
ception, now has five additional nodes, each of which predicts
the probability that the instance speaker scored “high” on the
corresponding Big Five personality trait. The output layers are
similarly augmented for the LSTM and hybrid models.

In another variant of a multi-task learning model, the last
hidden layer of the classifier feeds forward into five output sig-
moid nodes that predict the Big Five personality traits. The out-
put of the five personality classification nodes — five floating
point numbers representing the probability of the speaker scor-
ing “high” on each of the Big Five personality traits — are then
concatenated back with the output hidden layer that preceded
them, and the concatenation is fed forward to an output node
for deception. Figure[2]shows how this looks in the MLP.

4.3.2. Personality as a late feature

For our second approach, instead of training a single classifier
to predict both deception and personality, we feed personality
labels into the deception classifier. The motivation is that the
personality labels can act as features to inform the deception
prediction. To reduce the chance that the impact of the person-
ality features will be swallowed by the numerous other features,
we introduce them to the classifier at a late stage, after the five
hidden layers. This approach is the equivalent of Figure[2] with-
out the links between the fully-connected layer and the person-
ality nodes. That is, instead of the personality labels being pre-
dicted by the preceding layers, and influencing the weights of
those layers through cross-entropy minimization, they are pro-
vided by an oracle: the gold standard labels self-reported by the
speakers.

In a real-world system, these labels would be output by a
separate or integrated personality classifier operating over the
speech input. Since the model using the gold-standard labels
gives an upper bound on how well such a model could perform,

Figure 1: Diagram of multi-task learning MLP model (variant
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Figure 2: Diagram of multi-task learning MLP model (variant
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In both figures, the nodes labeled O, C, E, A, and N refer to
the Big Five personality traits: Openness, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism.

and its performance is exceeded by the multi-task models (Sec-
tion[3), we do not further explore the potential of a model using
personality labels predicted with various levels of accuracy.

5. Results

In this section, we present various experimental results for de-
ception detection with and without personality information. Ta-
ble ] shows the result of the deception-only models, Tables [3]
and [] show the results of the two multi-task models, and Ta-
ble [] shows the results of the model that includes personality
labels as late features.

All models were trained using the Adam optimizer [27]
with learning rate 0.001, decreasing at a rate of 50% for 100
epochs. Our data was split into train, validation and test sets
of 83,600, 4,400, and 22,000 samples respectively. Since the
classes (deceptive/nondeceptive) are unbalanced, we weighted
each class based on the training set. All models were imple-
mented using Keras [28].

As shown in Table [2} the best performance for deception
detection without personality information is an F1 of 0.69,
achieved by the MLP-LSTM hybrid model. This result can not
be directly compared to the highest performance reported on
this corpus so far, 0.64 [11], since that work predicted deception
only at the level of IPUs, which are shorter and contain less in-
formation, and did not augment the training data with instances
at the turn level. However, we can assume that our baseline



Table 2: Deception detection without personality

Model Precision Recall F1

MLP 68.08 67.95 68.01
LSTM 65.64 66.08 65.78
Hybrid 69.43 69.46  69.45

Table 3: Multi-task learning: variant (i)

Model  Precision Recall F1

MLP 74.33 74.51  74.39
LSTM 64.61 65.56  64.40
Hybrid 69.42 69.67 69.51

Table 4: Multi-task learning: variant (ii)

Model Precision Recall F1

MLP 74.37 74.67 74.38
LSTM 66.13 67.03 65.89
Hybrid 72.58 7298 7270

Table 5: Deception detection using gold-standard personality
as a late feature

Model Precision Recall F1
MLP 70.08 70.00 70.04
LSTM 65.09 65.74  65.22

deception-only model, which is based on the models presented
in [[11]], achieves state-of-the-art level performance.

As shown in Tables [3]and [4] this performance can be im-
proved by over 4% absolute by incorporating personality infor-
mation into the model. Both approaches explored here, multi-
task learning and adding personality as a feature, improved the
F1 of the MLP from 0.68 to 0.744. While the first variant
of multi-task learning did not significantly improve the hybrid
model, the second variant increased its F1 to 0.727. Neither ap-
proach improved the LSTM model, with the first variant slightly
reducing its F1.

We hypothesize that the difference between the MLP and
LSTM models can be explained by the fact that the MLP has
input from multiple feature sets. During training, the personal-
ity information — whether included as input or as output — can be
used to adjust the weight matrix in the hidden layers to assign
more weight to the features that are meaningful with respect
to personality, performing a psychologically-informed form of
feature selection that improves the deception detection perfor-
mance. The LSTM model, on the other hand, uses sequential
information from the instances’ lexical content, and the concept
of feature selection is less well-defined. Another possible expla-
nation is that the personality information can interact meaning-
fully with the features from the acoustic and/or psycholinguistic
signal, but are less informative with respect to the features from
the instances’ lexical content which are the only input to the
LSTM.

Table 5] shows that including gold-standard personality la-
bels improves the performance of the deception classification
in the MLP, from 0.68 to 0.70. However, this model is out-
performed by both multi-task learning models. This result is
surprising, since the personality labels used in this model are
the true ones reported by the instance speakers, while the per-

sonality information in the other models is predicted — perhaps
inaccurately — from the instance features (a similar model pre-
dicting personality in this corpus reported an average of 60%
accuracy [29]). This suggests that personality classification can
assist the task of deception detection not only through the addi-
tional information of the speaker personality traits — captured by
the 2% absolute improvement of this model — but also through
the multi-task learning approach of influencing the shared lay-
ers towards a more useful and robust representation. An in-
triguing question for future work is whether this contribution
is unique to personality classification, or whether a similar or
added gain can be achieved by including additional classifica-
tion tasks.

6. Conclusion and Future Work

In this paper, we present several approaches to combining the
tasks of personality classification and deception detection. We
compared the performance of MLP, LSTM, and hybrid mod-
els with multi-task learning and personality features. We found
that both approaches to incorporating personality information
into a deep deception classification model improved deception
detection, adding to previous research indicating that deception
detection can be improved by mitigating interpersonal differ-
ences. Multi-task learning performed better for deception detec-
tion than including personality features, suggesting a promising
direction for improving deception detection.

Regarding individual model performance, we found that the
MLP structure performed best in combination with multi-task
learning, achieving the highest overall performance. Within-
model performance improves by as much as 6% absolute when
personality is added as a task, and the best model with personal-
ity (the multi-task MLP) performs 4% better than the best model
without personality (the hybrid MLP-LSTM model).

In future work, we will explore the extension of these find-
ings to other dataset and other related classification problems,
such as adding gender and language classifiers to a deception
classifier. We also see the potential of extending our framework
to various analysis problems by embedding more paralinguistic
and affective classifiers.
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