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Abstract

Successful Intelligent Tutoring Systems (ITSs) must be able to rec-
ognize when their students are asking a question. They must iden-
tify question form as well as function in order to respond appro-
priately. Our study examines whether intonational features, specif-
ically, F0 height and rise range, are useful cues to student question
type in a corpus of 643 American English questions. Results show
a quantitative effect of both form and function. In addition, among
clarification-seeking questions, we observed differences based on
the type of clarification being sought.1

Index Terms: intonation, questions, tutoring, dialog acts.

1. Introduction
1.1. Motivation

Student questions are common in one-on-one tutorial interactions.
For example, [1] found that a student will ask an average of 26.5
questions per hour during a tutoring session, in contrast to .11
questions per hour in a classroom setting. In building effective
Intelligent Tutoring Systems (ITSs), it is essential to be able to
detect student questions and respond appropriately. To accomplish
this, ITSs need first to recognize question form: for example, polar
questions seek a yes-no answer, while wh-questions seek different
information. In addition, however, tutoring systems need to recog-
nize question function: for example, the tutor’s response will be
different when a wh-question seeks information (1a) from when a
wh-question seeks clarification (1b).

(1) a. (S has just submitted an essay to the tutor.)
S: Ok, what do you think about that?
T: Uh, well that uh you have uh there are too many pa-
rameters here which uh need definition ...

b. T: So if there is if the only force on an object in earth’s
gravity then what is its motion called?
S: What was the motion called?
T: Yes, what’s the name for this motion?

Similarly, yes-no questions seeking information (e.g. Do they
move in the same direction?) may cue the tutor to provide more
than a simple yes or no. Yes-no questions seeking clarification, on
the other hand, are likely to trigger a clarification subdialog. Still
another class of yes-no questions, those seeking confirmation, may
trigger some reinforcement strategy on the part of the tutor.

So, if automated tutors are to make distinctions among ques-
tions similar to human tutors, question form and function must be
detected. A common strategy in text-processing systems is to look

1This research was funded in part by NSF grant IIS-0328295.
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ubject-aux inversion to identify yes-no questions and for wh-
ds to identify wh-questions. However, Shriberg et al. [2] found
questions are often misclassified as statements when the clas-
ation relies upon words alone, due to the presence of declara-
questions, which may be distinguished from statements only
rms of their prosodic characteristics. They showed that inte-

ion of a prosodic tree model with their language model based
true) words yields the best performance accuracy in ques-
detection in a corpus of Switchboard conversations. While
odic information has been applied to the detection of ques-
form, the prosodic characteristics of question function is less
understood. In this paper we examine the intonation of stu-
questions in tutorial dialogs, including an analysis of question
tion, to determine the intonational markings of various types
ialog acts that student questions can perform.

Previous studies of question prosody

nation is widely believed to provide the most useful acoustic-
odic cue to question identification in spoken corpora; there is
ge body of literature describing the intonational contrast of
ments vs. questions in terms of falling vs. rising fundamental
uency (F0) contours (e.g. [3, 4, 5], inter alia). Most studies

pointed out a systematic effect of syntactic form on question
nation — the common wisdom is that yes-no questions and
arative questions tend to rise, and wh-questions tend to fall.
itional studies have refined this view, presenting distributions
ising and falling contours for these question types [6, 7] and
iding details on the variation within a given question class.
h less work has been done to identify intonational cues to the
tion of questions in discourse, perhaps because functional cat-
ies are themselves more difficult to specify. Some descrip-
work has investigated the meanings that questions uttered
different intonational contours can convey in various con-
[8, 9, 10, 11]. Corpus-based studies have examined question

tion in Map-Task corpora, to determine whether rising/falling
our type or pitch accent type can distinguish questions fulfill-
different dialog acts (Glasgow [12], German, Italian, Bulgar-
[13]). In addition, [14] showed that the type of clarification
est affected the distribution of rises and falls in another corpus
erman task-oriented spoken dialogs. Laboratory studies have
d that peak location of accents in Swedish could be varied to
rentiate between questions seeking clarification of perception
you say X?) vs. those clarifying understanding (Did you re-

mean X?) [15]. However, a comprehensive quantitative anal-
of the prosodic features of question function in English is still
ing. In this paper we present an analysis of question intona-
in a corpus of human-human tutoring dialogs, with the goal
entifying features that might be useful for question function
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identification in an ITS system.

2. The corpus
We examine a corpus of human-human tutoring dialogs collected
by [16] for the development of ITSpoke, a speech-enabled ITS
designed to teach physics. The corpus consists of one-on-one
sessions between undergraduate students (all American English
speakers) and a professional tutor. We have tagged 1030 student
questions2, and have observed a rate of 25.2 questions per hour; an
average of 13.3% of total student speaking time. This paper exam-
ines only a subset of the entire tagged corpus: 643 tokens from the
5 students who asked the most questions of all students.

3. Tagging questions
3.1. Coding question type

We coded student questions along two dimensions: form and
function. Coding of question form was based on surface syntactic
structure. We distinguish the following 6 form categories:

• Declarative question (dQ)3: It’s a vector? or A vector?
• Yes-no question (ynQ): Is it a vector?
• Wh-question (whQ): What is a vector?
• Tag question (ynTAG): It’s a vector, isn’t it?
• Alternative question (altQ): Is it a vector or a scalar?
• Particle (part): Huh?

The coding of question function is less straightforward. Af-
ter considering a number of dialog act annotation schemes includ-
ing [17, 18], we adopt a simplification of Stenström’s categoriza-
tion of question acts [19]. We collapse her 10 distinctions into 4
which we feel are most critical for ITSs to distinguish.

• Confirmation-seeking check question (chk), see also [17, 20].
• Clarification-seeking question (clar), see also [14].
• Information-seeking question (info), see also [17, 18].
• Other (oth)

3.2. Segmentation, categorization, and F0 measures

The portion of the question from the nuclear accent to the right-
most edge of the phrase was marked, based on the waveform and
spectrographic records.4 Contours were not given a full phono-
logical (ToBI) transcription, but were classified into two groups:
falling (e.g. H*L-L%) vs. non-falling (e.g. H*H-H% , L*H-H%,
H*L-H%). For this study, we examined the following acoustic
measures: speaker-normalized (z-score) F0 of (i) the nuclear ac-
cent (nucF0)5, (ii) rightmost edge of question (i.e. the boundary
tone location) (btF0), and (iii) the difference between (i) and (ii)
(riserange).

2Defining what is a ‘question’ can be tricky (e.g. [1, 6]). Bolinger notes
that “a Q[uestion] is fundamentally an attitude, which might be called a
‘craving’ — it is an utterance that ‘craves’ a ... response.” [3, p. 4]. We
follow in the spirit of this rather lay characterization: questions are those
student utterances judged as seeking some kind of response from the tutor.

3Non-clausal fragments are considered dQs, as are in-situ wh-questions
such as A what? (since the surface word order resembles a declarative).

4For altQs only the final clause was segmented; for ynTAGs only the
‘tag’ region.

5If a peak/valley was distinguishable, the F0 at that point was used.
Otherwise, the F0 at the midpoint of the accented vowel was used.
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4. Analysis and results
Student question types

e 1 shows the distribution of question form and function in
corpus, pooled across all subjects. Both dQs and ynQs
rred with every discourse function, whQs functioned as ei-
clarification- or information-seeking, ynTAGs functioned as
r confirmation- or clarification-seeking, and particles were

ly clarification-seeking.

ble 1: Syntactic form and discourse function of all questions.

chk clar info oth N (%)

dQ 257 81 2 4 344 (53.5)
ynQ 53 80 27 5 165 (25.7)
whQ - 47 21 - 68 (10.6)
ynTAG 41 5 - - 46 (7.2)
altQ 6 5 1 - 12 (1.9)
part - 8 - - 8 (1.2)
N 357 226 51 9 643
(%) (55.5) (35.1) (7.9) (1.4) (100)

Rises vs. falls

distribution of falling intonation (L-L%) across question types
own in Table 2. With the exception of particles, each form cat-
y contains some occurrences of falling contours, as has been
rted in the literature (e.g. [3, 4, 6, 7, 21]). Falling contours
found in each function category as well. Both whQs and al-
show high percentages of falling contours (42.6% and 66.7%,

ectively), and information-seeking whQs exhibit more termi-
alls (81%) than those whQs seeking clarification (25.5%).

Table 2: Occurrence of falling F0 contours (L-L%).

chk clar info oth N (%)

3(1.2) 4(4.9) - - 7 (2.0)
- 4(10.0) 5(18.5) 2(40.0) 11 (6.7)
- 12(25.5) 17(81.0) - 29 (42.6)

AG 1(2.4) 1(20.0) - - 2 (4.3)
Q 2(33.3) 5(100.0) 1 (100.0) - 8 (66.7)
t - - - - 0(0)

6 26 23 2 57
(1.7) (11.5) (45.1) (22.2) (100)

F0 measures

conducted a quantitative analysis of F0 height in 573 non-
ng (i.e. rising or plateau) contours.6 Figures 1 and 2 plot nor-
zed F0 means on the nuclear accent (nucF0) and the bound-
tone (btF0), respectively. Points with N<5 are not plotted,
will not be discussed here.

. Question form

main interest regarding question form is whether there are any
eight differences between dQs and ynQs. Both categories

said to display similar ‘rising’ intonation (cf. [4, 6, 22, 23]).
ever, the nature of the rise may be distinct. Declarative ques-

s are thought to be high-rising (e.g. H*H-H%): the student

586 tokens in our corpus were non-falling. Of these, 12 were removed
use the final portion of the utterance was cut off (e.g. due to interlocu-
terruption), and 1 more was removed due to insufficient F0 data.
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Figure 1: F0 means on nuclear accent, by form and function.
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Figure 2: F0 means at H% boundary, by form and function.

asserts information (perhaps answering a previous tutor question)
thereby adding it to the mutual belief space, while at the same
time questioning whether the tutor can relate this information to
the contents of the tutor’s own (unshared) beliefs, namely, the cor-
rect answer [11, p. 407]. In contrast, ynQs are often thought to be
low-rising (e.g. L*H-H%): the L* cues information that is salient
but is not to be added (yet) to the mutual belief space [8].

Our utterances have not been given a detailed phonological
transcription, so we are not able to distinguish cases of H* from
L* accents. In the absence of ToBI labels, we examine nucF0 val-
ues, with the prediction that nucF0 should be higher for dQs than
for ynQs, as H* should be higher than L*.7 A two-way ANOVA
on question form x function shows a main effect of question form
for nucF0 (F(5)=19.34,p=0). However, planned comparisons us-
ing the Tukey method (alpha=.01) show that the nucF0 height
of dQs was not significantly different from that of ynQs (see
filled/solid circles in Figure 1). Rather, the main effect is due to
ynTAGs having significantly lower F0, and particles having sig-
nificantly higher F0. Aside from these ynTAG/particle effects,
the only other comparison which was significant was whQ>dQ.
A main effect of form was also observed for the dependent mea-
sures btF0 (F(5)=10.71,p=0, see Figure 2) and riserange
(F(5)=3.60,p<.01, figure not shown). Again, the significant con-
trasts involved only ynTAGs and particles. The fact that both

7Note that since this method runs the risk of pooling apples (H*) and
oranges (L*) within a given category, we first examined histograms of F0
values for each form (and function) type to check for bimodal distributions.
All distributions were unimodal, suggesting that the values come from a
single population with continuous variation.
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F0 and btF0 are lower for ynTAGs (and higher for particles)
cates that these questions are realized in a lower (or higher)
all register than other form types.

. Question function

main interest regarding question function is simply whether
ot the type of dialog act (DA) performed by the question af-
the realization of question F0. We have already observed that

type can affect distribution of rises and falls. However, there
no English studies that we are aware of which examine more
titative effects of DA type on F0 height.

A two-way ANOVA on form x function shows a main ef-
of question function for each dependent measure (nucF0:
=16.60,p=0; btF0: F(3)=8.56,p<.001; riserange:
=3.94,p<.01). Planned comparisons using the Tukey method
ha=.01) indicate that this is due to the nucF0 and btF0
larification-seeking clarQs being significantly higher than
rmation-seeking chkQs, and the nucF0 of information-
ing infoQs being significantly higher than both chkQs or
rQs (see Figures 1 and 2). The fact that both nucF0 and
0 are higher for clarQs than for chkQs indicates that
fication-seeking questions are realized in a higher register than
rmation-seeking questions. Note that this effect is net of the
effect, and removing ynTAG and part data still yields a

ificant clarQ>chkQ contrast. It appears that information-
ing infoQs are realized in an even higher register, though the
eight at the boundary in comparison with the other types did
each significance. Planned comparisons of riserangewere
significant, indicating that the extent of the rise for each type

not differ (net of the form effect). There were no significant
actions between form and function for any dependent mea-
(nucfF0: F(5)=1.71,p=.13; btF0: F(5)=1.40,p=.22; ris-
nge: F(5)=.66,p=.65).

. Types of clarification

section takes a closer look at clarification requests (clarQs,
‘CRs’) in our corpus. A student seeks clarification when com-
ication has somehow broken down, and hence s/he is unable
round the information the tutor has attempted to add to the
ual belief space. Several authors have adopted Clark’s [24]
levels of coordination (see 1-4 in Table 3) for classifying the
ce of the communication problem. Rodríguez and Schlangen
found that the type of clarification affected the distribution
lling vs. rising contours in German: CRs clarifying reference
significantly more falling tunes, while those clarifying percep-
understanding had significantly more rising tunes. Edlund et
15] found that peak alignment affected interpretation of CRs
wedish. Our interest is whether there are F0 height cues to
fication question type in our corpus.
Each clarification-seeking question in our corpus was tagged

one of the 5 categories shown in Table 3. In addition
lark’s 4 levels, we added a ‘non-interlocutor-related’ (NIR)
gory, to describe CRs which were not targeted at the tu-

utterance, but rather at the task/examination question at
. For the current analysis, we combined Clark’s categories
d 2 into a single ‘acoustic/perceptual’ category. A one-way
VA shows a main effect of clarification type on both nucF0

)=5.41,p=.001) and btF0 (F(3)=6.6,p<.001), and a marginal
ct on riserange (F(3)=2.59,p=.05). For each dependent
sure, the ranking of the categories, from highest F0 to low-



Table 3: Sources of communication problems.

1 Channel: Problem hearing if the tutor actually said some-
thing or not (Huh?, Hm?).

2 Perception: Problem hearing what the tutor said (‘G’ as in
god?, Did you say a word or a letter?, reprise/echo ques-
tions like A what?).

3 Understanding: Problem with reference resolution (This
up here?, What did I imply or what does the statement im-
ply?), or with general understanding (Is that the same thing
or is that different?, What do you mean?).

4 Intention: Problem determining what the tutor intended
by his utterance (You want an exact number?, Uh are you
asking me another characteristic of freefall?).
Non-interlocutor-related (NIR): Problem understanding
the task (Am I supposed to speak this or type it?), or clari-
fication of the examination question (Should I assume both
vehicles are going at the same speed?).

est F0, is: acoustic/perceptual>understanding>NIR>intention,
though planned comparisons using the Tukey method (al-
pha=.01) indicate that the only significant comparison was acous-
tic/perceptual vs. intention (i.e. the two extremes).

5. Discussion
Successful Intelligent Tutoring Systems (ITSs) must be able to rec-
ognize when their students are asking a question. Systems need
to identify question form as well as function in order to respond
appropriately. Our study examined whether intonational features,
specifically, F0 height and rise range, are useful cues to student
question type. With respect to question form, dQs were not sig-
nificantly different from ynQs in the F0 measures we examined,
contrary to our hypothesis. (Rising) whQs also did not have dis-
tinct F0, so ITSs may have to rely on lexical information to identify
these. Tags were realized in a significantly lower register, and par-
ticles were significantly higher. We suspect that lexical cues would
also aid in identifying these question types.

ITSs may make better use of F0 to identify question func-
tion. In our corpus, clarification-seeking questions had higher
F0 than confirmation-seeking questions, and information-seeking
questions had even higher F0 (particularly on the nuclear accent).
These function distinctions may not be readily identifiable us-
ing lexical/syntactic features: Table 1 showed that there is no
one-to-one form/function mapping (except for particles). Finally,
we observed that the F0 of clarification questions differs depend-
ing on the type of clarification sought. clarQs seeking acous-
tic/perceptual clarification are realized with a higher F0 than those
seeking clarification of the tutor’s intention.
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M. Šafářová and M. Swerts, “On recognition of declarative
questions in English,” Speech Prosody, pp. 313–316, 2004.

R. Quirk, S. Greenbaum, G. Leech, and J. Svartik, A Com-
prehen. Grammar of the English Language, Longman, 1985.

H. H. Clark, Using Language, Cambridge Univ Press, 1996.


	Welcome Page
	Hub Page
	Table of Contents Entry of this Manuscript
	Brief Author Index
	Detailed Author Index
	------------------------------
	Abstracts Book
	Abstracts Card for this Manuscript
	------------------------------
	Next Manuscript
	Preceding Manuscript
	------------------------------
	Previous View
	------------------------------
	Search
	------------------------------
	No Other Manuscripts by the Author
	------------------------------

