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ABSTRACT

In this paper, we present approaches used in text sum-
marization, showing how they can be adapted for speech
summarization and where they fall short. Informal style and
apparent lack of structure in speech mean that the typical ap-
proaches used for text summarization must be extended for
use with speech. We illustrate how features derived from
speech can help determine summary content within two on-
going summarization projects at Columbia University.

1. INTRODUCTION

Text summarization has reached a relatively mature stage;
there are well established methods for summarization of a
single document and many researchers are working on tech-
niques for summarizing a set of related documents. In this
paper, we present approaches used in text summarization,
showing how they can be adapted for speech summariza-
tion and where they fall short. Given errors resulting from
speech recognition and the fact that spoken language is of-
ten less formal than written language, the most widely used
method for single document text summarization, sentence
extraction, cannot be directly applied to speech summariza-
tion. However, if systems exploit the additional information
that can be derived from the speech signal and from dialog
structure, extractive methods can be extended for spoken
language and augmented by new methods that focus on ex-
tracting particular kinds of information and reformulating
it appropriately. We present ongoing work at Columbia on
summarization for two different types of spoken sources,
broadcast news and meetings.

2. APPROACHES TO SUMMARIZATION

Current summarization systems can be categorized by the
type of input that they handle, whether single documents
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or multiple, and by the approach, whether extractive or ab-
stractive.

To allow summarization in arbitrary domains, most cur-
rent single document summarization systems use sentence
extraction, identifying and extracting key sentences from an
input article using a variety of different criteria. The key
sentences are then strung together to form the summary.
Early approaches used statistical metrics (e.g., word fre-
quencies and key phrases) to identify important sentences
(see [14] for papers on the many approaches presented
here). More recent approaches use a corpus of articles with
summaries for training to identify the features of sentences
that are typically included in abstracts. Other recent ap-
proaches use lexical chains, sentence position, discourse
structure, and user features from the query to score sen-
tences and label them as key.

Extractive systems tend to produce summaries with very
long sentences; longer sentences score higher on metrics
that rate them for importance. Abstractive approaches to
single document summarization address this problem by
editing the extracted sentences. They reduce a sentence
by eliminating constituents which are not crucial for its
understanding nor salient enough to include in the sum-
mary. These approaches are based on the observation that
the “importance” of a sentence constituent can often be de-
termined based on shallow features, such as its syntactic
role, the words it contains and their relation to surround-
ing sentences. For example, in many cases a relative clause
that is peripheral to the central point of the document can
be removed from a sentence without significantly distorting
its meaning. Approaches for text compression have used
symbolic reduction rules [6], as well as an aligned corpus
of documents and their human written summaries to deter-
mine which constituents can be reduced [10, 12].

Summarization across multiple documents has also of-
ten been addressed through sentence extraction. Many ap-
proaches generate a summary that focuses on similarities
found across all articles; they use clustering to find com-
mon themes within the articles [7, 3] producing sets of sen-
tences where each set, or theme, contains sentences saying
roughly the same thing. Extractive approaches will extract



one sentence from each set to form the summary. Other
multi-document extractive approaches find and extract in-
formation about the centroid of the documents [17] or use
spreading activation and graph matching to compute sim-
ilarities and differences between the salient topics of two
articles [13].

Only a few researchers have developed abstractive ap-
proaches for multi-document summarization. An approach
based on information fusion [1] starts from the identifica-
tion of themes as described above, but instead of extract-
ing a representative sentence from the theme, uses align-
ment to find phrases that occur in multiple sentences within
the theme. These phrases are extracted and statistical lan-
guage generation is used to fuse the phrases forming a novel
sentence for the summary. Earlier work on multi-document
summarization (e.g., [18]) used a symbolic approach, pair-
ing information extraction with language generation. This
type of approach produces more of a briefing than a sum-
mary. The system looks for certain types of information
(e.g., in a terrorist article, the event, the victims, the perpe-
trators, the location and the date) and generates a summary
about this information regardless of the focus of the article.
Because it generates a summary from structured documents,
it can highlight differences as well as similarities.

3. SUMMARIZATION OF SPOKEN LANGUAGE

Speech summarization is a much harder task than text sum-
marization. It is more difficult to identify utterance bound-
aries; utterances may be fragmentary and may contain dis-
fluencies; and speech recognition introduces errors. Style
and lack of explicit formatting mean that the extractive ap-
proaches used for text summarization will be more difficult
to apply to spoken data. We still need to be able to iden-
tify utterances that convey important content, and, given an
alignment with an Automatic Speech Recognition (ASR)
transcription, we can extract such sentences from the origi-
nal speech. However, in order to produce a coherent speech
summary we need also to develop approaches that can sub-
stantially alter the extracted material when we concatenate
these segments to form an audio summary. Alternatively, to
produce an intelligible text summary of a spoken document,
we will need to correct the errors arising from the ASR pro-
cess and to detect and ’correct’ the disfluencies that occur
in normal speech. Given these difficulties, summarization
of spoken sources has, to date, included single document
summarization only.

However, speech summarization also presents opportuni-
ties that do not exist for text summarization. Information
from the speech signal, such as prosody, can help a system
to identify important content and provides good cues to spo-
ken document structure. Information about the speakers can
also help determine importance and structure; who is speak-

ing, where the turn falls in relation to other speakers, and
how the dialog is structured are important clues. Finally,
speech summarization has the option of producing a spoken
summary in place of a written summary; in this case, errors
in the transcript may not be a problem if the extracted seg-
ments are concatenated and replayed, although new issues
will need to be addressed such as speaker changes and un-
natural changes in energy or pitch. In the remainder of this
paper, we describe ongoing research at Columbia towards
summarization of two different types of speech sources.

3.1. Summarization of Broadcast News

While speech summarization techniques have been applied
to genres such as recorded lectures, meetings, and voice-
mail, to date most speech summarization applications have
focused on Broadcast News [9, 11, 15]. Such data closely
resembles the newswire data that much work in text summa-
rization has concentrated on. Furthermore, there is a large
amount of training data available for study, and automatic
speech recognition systems to provide transcriptions of rea-
sonable accuracy. However, most current work assumes that
such transcripts will be available and of high quality, on
which techniques similar to text summarization techniques
can then be employed. For example, [11] has used statistical
methods to identify words to include in a summary, based
upon linguistic features of the transcribed text, while [9] has
used lexical extraction methods to hypothesize headlines for
news programs. However, such methods are still limited by
the quality of the speech transcription itself and this makes
the approach of first transcribing into text and then using
text-based summarization methods less than successful. To
address this, [11] integrate the recognition process with a
compression approach to summarization, pruning disfluen-
cies during recognition, scoring the result based on acoustic
confidence information as well as lexical likelihoods (e.g.
n-gram and structured language models), and compressing
the output to include only ’important’ and well-recognized
words.

In our work at Columbia summarizing Broadcast News
[15], we have pursued a two-level approach to the problem
of summarizing errorful spoken material: First, we iden-
tify domain-specific aspects of newscasts to provide an out-
line of the newscast, which users can navigate in a GUI in-
terface, following links from e.g. headlines to stories and
speakers to the speech they contribute. In this, we follow
[2]’s intuition that, in domains like Broadcast News, the ma-
terial to be summarized exhibits fairly regular patterns from
one speech document to another: news broadcasts gener-
ally open with a news anchor’s introduction of the major
news stories to be presented in the broadcast, followed by
the actual presentation of those stories by anchor, reporters,
and possibly interviewees, and are usually concluded in a
fairly conventionalized manner as well. So, we are locat-



ing key elements that appear in any broadcast, including
different types of speakers (anchor, reporters, interviewees,
and soundbite-speakers), anchor signon and signoff, head-
lines, interviews and soundbites, and news stories them-
selves. These elements are identified using a combination of
acoustic, prosodic, lexical, and structural features obtained
from the news transcript and from the original speech. Sec-
ond, we use similar features to extract portions of news sto-
ries to serve as summaries. Thus a newscast can be searched
or browsed, to locate stories of interest, and these stories can
subsequently be summarized for the user.

Structural information that we use in our current model
follows the approach of [2] in assuming that knowing who
the speaker is in a newscast can often tell one what seg-
ment of the newscast one is listening to. However, unlike
that work, our structural features do not depend upon the
explicit identification of speaker type. We take advantage
of the fact that more general structural information about
the length, position, and overall distribution of speakers’
turns — speech segments containing input from a single
speaker — can be used directly to select likely candidates
for inclusion in a summary of the newscast. The structural
information we currently make use of includes the length
of each speaker turn, the position of the turn in the overall
broadcast, and a calculation of speaker ’type’ based upon
the distribution and length of all of a given speakers’ turns
in the broadcast. We also use similar information about the
previous and subsequent speakers.

The lexical/linguistic features we use are also useful both
for summary extraction and for newscast outlining. To date,
we have focussed on simple features, including the pres-
ence of noun phrases in general and named entities and their
types (person, location, and organization names) in particu-
lar, the presence of pronouns, and the length of segments in
words. We have found that the presence of multiple named
entities of different types is a particularly useful cue to seg-
ments to be included in summaries.

Finally, we have experimented with a variety of acous-
tic/prosodic features, primarily for key element identifica-
tion — headlines and stories. These include pauses between
turns, pitch and energy features, and speaking rate and du-
ration of turns. Segments were examined to extract their fO
range and mean and the difference in these from the prior
segment, as well as a "pitch reset’ feature indicating that the
current segment was significantly higher in pitch than pre-
vious segments. Several measures of FO slope were also
extracted to find indications of pitch contour fall at the end
of segments. We are now including similar features in our
experiments on summarization of news stories within the
broadcast.

3.2. Summarization of Meetings

Meetings are not very similar to written or broadcast news.
They involve multi-party conversation with overlapping
speakers; the language is informal and utterances tend to be
partial, fragmentary, ungrammatical and include many el-
lipses and pronouns. Furthermore, unlike a news summary,
it is not as clear what a meeting summary should include.
As a result, extractive summarization alone is not likely to
be successful. At Columbia, we are working on meeting
summarization as part of a larger project entitled Mapping
Meetings [16] where the goal is to create methods for effec-
tively recognizing, browsing and visualizing meetings. Our
aim for summarization is to produce a high-level record of
what happened in the meeting similar to minutes.

Our work to date has focused on methods for identifying
important content and for generating the sentences of a sum-
mary. Meetings can be long, covering different topics. We
developed an approach for segmenting meetings into top-
ics, each of which can be summarized separately. Within
each topic, we may find stretches of controversial discus-
sion before a consensus decision is reached. In order to
ultimately identify and record issues under discussion, de-
cisions reached and the pros and cons for such decisions, we
have developed a method for identifying agreement and dis-
agreement in dialog. We are currently working on methods
for combining our work to date with more traditional ex-
traction to identify the important issues and on the develop-
ment of statistical language generation techniques to com-
press extracted utterances using various language models,
removing from utterances disfluencies and material that is
both unimportant and grammatically optional (e.g., prepo-
sitional phrases). We will follow this with methods to merge
smaller extracted utterances to form the summary.

Our domain-independent topic segmentation algorithm
was developed for multi-party speech [4]. It is a feature-
based algorithm which combines knowledge about content
using a text-based segmentation algorithm as one feature
and about form using linguistic and durational cues about
topic shifts extracted from speech. We used features that we
identified as strongly correlated with topic changes such as
the presence of many speaker overlaps and broad changes
in speaker activity distribution. Our work also shows that
some features (e.g. silences and cue phrases) that have been
used to segment monologue speech preserve their useful-
ness in multi-party speech. The segmentation algorithm
uses automatically trained decision rules to combine the dif-
ferent features. The embedded text-based algorithm builds
on lexical cohesion and has performance comparable to
state-of-the-art algorithms based on lexical information. A
significant error reduction is obtained by combining the
speech and text knowledge sources.

Our research on identification of agreement/disagreement
[5] is aimed at identifying decisions made as well arguments



made in the meeting, thus providing the basis for gener-
ating summary content for each topic segment. Previous
work in automatic identification of agreement/disagreement
[8] demonstrates that this is a feasible task when various
textual, durational, and acoustic features are available. Our
work at Columbia builds on this approach and shows that
we can get an improvement in accuracy when contextual
information is taken into account. The hypothesis is that
pragmatic features that center around previous agreement
between speakers in the dialog will influence the determi-
nation of agreement/disagreement. For example, a speaker
who disagrees with another person once in the conversation
is more likely to disagree with him again. Our approach first
identifies the addressee in each turn based on a set of lexi-
cal, durational and structural features that look both forward
and backward in the discourse. Second, it combines this
knowledge source with information about previous agree-
ments and disagreements to determine the pragmatic ori-
entation of the current utterance. We model context using
Bayesian networks that allows capturing of these pragmatic
dependencies and get an improvement in accuracy over [8].

4. INTEGRATING TEXT AND SPEECH ANALYSIS

Development of a sophisticated summarization system for
spoken language requires further research in both text and
speech analysis and provides a fertile testbed for integra-
tion of the two approaches. Some of the areas in which
more joint research with the speech community would prove
valuable include: segmentation of spoken documents at
many levels, depending upon genre: utterance, turn, topic
or story; extraction of acoustic and prosodic information
(pitch, intensity, timing), which may be useful in segmenta-
tion but also in identifying *important’ passages to include
in a summary; identification of speakers; more accurate
named entity extraction from speech; disfluency detection
and techniques for ‘correcting’ disfluent passages; speech
act labeling; and access to phoneme lattices and to word
level confidence scores from ASR output, to identify out-of-
vocabulary proper names and to identify words recognized
with higher confidence.
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