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Abstract 

We describe results of a study of perceptually based 
predictions of upcoming prosodic breaks in spontaneous 
Swedish speech materials by native speakers of Swedish and 
of standard American English. The question addressed here is 
the extent to which listeners are able, on the basis of acoustic 
and prosodic features, to predict the occurrence of upcoming 
boundaries, and if so, whether they are able to distinguish 
different degrees of boundary strength. An experiment was 
conducted in which spontaneous utterance fragments (both 
long and short versions) were presented to listeners, who were 
instructed to guess whether or not the fragments were followed 
by a prosodic break, and if so, what the strength of the break 
was, where boundary presence and strength had been 
independently labeled. Results revealed that both listening 
groups were indeed able to predict whether or not a boundary 
(of a particular strength) followed the fragment, suggesting 
that prosodic rather than lexico-grammatical information was 
being used as a primary cue. 

1. Introduction 
Previous studies have shown that listeners are not only 
sensitive to the absence or presence of a boundary, but that the 
strength of the boundary is also important (e.g. Dutch: [10]; 
Swedish: [6], [11] and [8]). These studies found that perceived 
boundary strength is heavily dependent on the occurrence of a 
silent pause, even to the extent that it may overrule the 
contribution of other parameters. In addition, we know from 
previous work on prosody modeling that there are other 
features such as F0 change, voice quality, and final 
lengthening which presignal upcoming breaks (e.g. [1], [7] and 
[12]). These studies are important in that they suggest how 
listeners may be able to process speech input in real time, 
while phrases are being produced. 

Recently, Carlson and Swerts [5] described a study of 
listener perceptions of prosodic boundaries in spontaneous 
Swedish in which stimuli were presented for which pausal 
cues were unavailable. The specific hypothesis tested in that 
study was that speakers not only encode prosodic breaks 
locally at the places where they occur (e.g. in the form of 
silent pauses), but that they also signal these breaks in 
advance. The general result was that listeners were able to 
make boundary predictions with considerable accuracy, when 
compared with hand-labeled breaks.  

In the current paper, we will expand upon that study and 
report on additional studies of non-Swedish speaking listener 

judgments of the same Swedish data. This new study was 
undertaken to test whether listeners without access to lexical 
and grammatical information in the data would exhibit the 
same ability to identify prosodic boundaries. We will further 
analyze possible acoustic and prosodic correlates of these 
judgments.  

2. The Experiments 
For our studies we conducted a variant of the gating paradigm, 
in which spontaneous Swedish utterance fragments were 
presented to listeners, who were instructed to guess whether or 
not the fragments are followed by a break, and, if so, to rate its 
strength on a scale from 1 to 5. Our goal was to test whether 
upcoming boundaries could be identified under conditions in 
which a) pausal information is not present, and b) lexical and 
grammatical information is similarly not available. A further 
goal was to investigate which potential cues might account for 
listener ability to make such boundaries predictions. 

2.1. Database 

The speech corpus was selected from one interview of a 
female politician (GS) that was originally broadcast on public 
Swedish Radio. The entire interview was prosodically labeled 
by three independent researchers in the project [9] with respect 
to boundary presence and strength, with a majority voting 
strategy used to resolve disagreements. 

2.2. Stimuli 

60 utterance fragments (each about 2 seconds long) by GS 
were selected for the experiments. The exact initial cutting 
point was moved to the nearest word boundary, whereas the 
final cutting point was fixed. The fragments all preceded the 
word “och” (and) in their original context, and were cut just 
before the silent interval (if any) preceding that word. The 
decision to use the word “och” was partly motivated by 
syntactic considerations, given that the fragments then all 
occurred in comparable syntactic positions before an identical 
conjunction. The fragments differed with respect to the 
presence or absence of a break between the end of the 
fragment and the word “och”: in about one third of the cases, 
labelers found a strong intervening break at the end of the 
fragment; in about one third they identified a weak break; and 
in the remainder they judged there to be no break at all after 
the fragment. From these longer fragments, we then 
constructed shortened versions consisting of only the final 
word of the fragment.  
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Figure 1. Perceived upcoming boundary strength (subject scores on a 5-point scale). Data grouped according to expert  
labeled boundary strength ( no,weak or strong break), fragment size and native language 

2.3. Subjects 

The Swedish subjects (SW) consisted of 13 students of 
logopedics from Umeå University, Sweden. It can be assumed 
that these students also have a good knowledge of English. 
The American subjects (AM) consisted of 29 staff and 
students at Columbia University, USA, all native speakers of 
standard American English with no knowledge of the Swedish 
language. The second group was chosen to test whether in fact 
lexical or grammatical information provided the primary cue 
as to upcoming boundary location and strength. That is, since 
there is considerable evidence of syntactic correlates of 
prosodic structure (See for example [2], [3], [13]), perhaps the 
Swedish subjects in the earlier studies were making use of 
such cues in their boundary decisions. English-speaking 
listeners were chosen because of the prosodic phrasing 
similarities between English and Swedish. 

2.4. Perceptual experiment 

The 120 different stimuli (long and short versions, preceding a 
strong, weak or no boundary) were randomized and presented 
sequentially to our listeners via a specifically designed 
interface, which allows us to run perception experiments 
through the internet using a standard web browser with audio 
facilities. To minimize possible learning effects, each subject 
was presented with a differently randomized list of stimuli. 
The task was to rate each stimulus on a 5-point scale according 
to whether subjects felt that the fragment preceded no 
boundary (1), a strong boundary (5), or a boundary having a 
strength in between these two extremes (2-4). The actual 
experiment was preceded by a short introduction which briefly 
explained a few concepts (such as prosodic boundary) and the 
actual task. No feedback was given on their responses, and 
there was no interaction with the experimenters. During the 
test, subjects could listen as many times as they wished to a 
given stimulus before giving an answer, but they could not 
return to a previous stimulus after a response had been entered.  

3. Results 
In Figure 1, judgments are presented in terms of labeled 
boundary strength, fragment length, and native language. Note 
that, for the American subjects, as for the Swedish, there is a 
strong correlation between perceived and labeled boundary 
strength for both one word and 2 second fragments.  

In Figure 2 the same data are grouped only by stimulus 
length. Interestingly, the one word stimuli receive consistently 
lower scores compared to the 2 second stimuli. That is, the 
more speech that subjects were given to judge, the greater was 
their propensity to hypothesize an upcoming boundary. This 
result is independent of subjects’ native language. A Within-
Subjects test shows that there is no significant difference 
between subjects with different native languages (F(1,110)= 
0,05; p < 0,82). 
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Figure 2. Perceived upcoming boundary strength by stimulus 
length. Data grouped according to subject’s native language 
American (AM) and Swedish (SW).  
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Figure 3. Correlation between perceived upcoming boundary strength for each word in isolation and in a 2 seconds fragment 
for the Swedish and American subjects Regression coefficient r = 0,89 (SW) and r= 0,80 (AM)

A repeated-measures ANOVA with between-subjects 
factors of Boundary type (no boundary vs. weak boundary vs. 
strong boundary) and Fragment size (one word vs. 2 seconds) 
revealed significant main effects of Boundary type 
(F(2,110)=73,4; p<.01) as well as of Fragment size 
(F(1,110)=13,4; p<.01) on the perceived boundary strength. 
There was no significant interaction between Boundary type 
and Fragment size. A Tukey HSD post hoc test showed that 
all three boundary types were significantly different from 
each other (p<.01).  

While the American subjects did exhibit a slightly higher 
standard deviation in judgments than the Swedish subjects 
(1.30 vs. 1.19), we can nonetheless conclude that the absence 
of grammatical and lexical information did not significantly 
affect listeners ability to make accurate boundary predictions. 

Since each short stimulus was also part of a 2 second 
fragment, it is possible to correlate the perceptually based 
prediction of upcoming prosodic breaks based on different 
sized context. Figure 3 shows that there is a significant 
correlation (r = 0,89 for the SW subjects and r = 0,80 for the 
AM subjects) between judgments on the two fragment sizes. 
So, subjects tended to judge the same boundaries similarly, 
whether they were given the single word or the longer 
preceding phrase. 

To identify which features of the various stimuli might be 
influencing subject judgments, we examined some potential 
acoustic and prosodic cues. Word fragments were acoustically 
analyzed in terms of presence/absence of final creak, using 
spectrographic analysis and the median F0 value of the last 
voiced 50 ms of the word. A small but significant correlation 
between the final median F0 value and boundary strength was 
found, (r=0,62; p<.01) for the SW subjects, while the AM 
subjects show a lower but still significant correlation (r=0,46; 
p<.01). Other tested F0 cues, such as phrase-final F0 slope, 
turned out to have less predictive power but still significant 
(r=0,51; p<.01) for the SW subjects while it was about the 
same (r=0,49; p<.01) for the AM subjects. 
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Figure 4. Number of stimuli with creaky voice (in %) for 
different judged boundary strength intervals (one word)  

4. Discussion and Conclusion  
The results of our current studies show that listeners are in fact 
able to predict upcoming boundaries based on properties of the 
preceding word or phrase alone, without access to a following 
pause. This finding supports a on-line processing model in 
which listeners can structure the incoming signal into prosodic 
phrases without the need to process subsequent material. 
While subsequent pause may serve as a supporting cue for this 
processing, it does not seem to be primary. 

We also find that listeners with no knowledge of Swedish 
make boundary predictions as accurate as those of Swedish 
listeners, suggesting that acoustic and prosodic information, 
can be used in the absence of lexical or grammatical features, 
to make these decisions. So, if Swedish listeners are indeed 
making use of explicit lexico-grammatical features, this 



source of information does not give them an advantage in 
their judgments.  

One of the intriguing finding of our studies is that for both 
SW and AM subjects, listeners’ predictive ability is 
independent of the amount of preceding context available to 
them. Responses for the two types of stimuli, namely 2 
second fragments and 1 word stimuli, are quite similar, as is 
evident from the high correlation between the two sets of 
responses. While there is an overall difference between these 
responses in that the longer context produces significantly 
higher values for all three classes (no boundary, weak 
boundary, strong boundary), the overall similarity in listener 
judgments for the two versions of each stimulus implies that 
longer context does not lead to a greater accuracy. This result 
is rather counter-intuitive, as one might expect that the task of 
guessing an upcoming boundary will be easier given a larger 
context. One explanation might be that it is the final word of 
the fragment that contains the critical acoustic or prosodic 
features which facilitate the prediction of upcoming breaks. 
Descriptive studies of intonational phrase boundaries in 
Swedish and American English in fact support this possibility, 
finding important boundary predictors located in the final 
word, including type of boundary tone preceding the break, 
final lengthening, loudness patterns, and possible effects of 
voice quality (e.g. the amount of creakiness). Certainly the 
presence of vocal creak is correlated in our own experiments 
with subject judgments. 

This leaves us with the question of what the role of 
prosodic and lexico-syntactic features is in predicting 
upcoming boundaries. Based on our current findings, we 
conjecture that listeners’ ability to predict upcoming prosodic 
boundaries may be primarily based on acoustic cues. 
However, there may also be redundancy in the two sources of 
information. Further, since syntactic structure and lexical 
choice is strongly correlated with the placement and acoustic 
realization of prosodic boundaries themselves, the 
relationship between acoustic-prosodic and lexico-
grammatical features may be difficult to tease apart. 
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