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Distance Dependent Infinite Latent
Feature Models

Samuel J. Gershman, Peter |. Frazier, and David M. Blei

Abstract—Latent feature models are widely used to decompose data into a small number of components. Bayesian nonparametric
variants of these models, which use the Indian buffet process (IBP) as a prior over latent features, allow the number of features to be
determined from the data. We present a generalization of the IBP, the distance dependent Indian buffet process (dd-IBP), for modeling
non-exchangeable data. It relies on distances defined between data points, biasing nearby data to share more features. The choice of
distance measure allows for many kinds of dependencies, including temporal and spatial. Further, the original IBP is a special case of
the dd-IBP. We develop the dd-IBP and theoretically characterize its feature-sharing properties. We derive a Markov chain Monte Carlo
sampler for a linear Gaussian model with a dd-IBP prior and study its performance on real-world non-exchangeable data.

Index Terms—Bayesian nonparametrics, dimensionality reduction, matrix factorization, Indian buffet process, distance functions

1 INTRODUCTION

MANY natural phenomena decompose into latent fea-
tures. For example, visual scenes can be decomposed
into objects; genetic regulatory networks can be decom-
posed into transcription factors; music can be decomposed
into spectral components. In these examples, multiple latent
features can be simultaneously active, and each can
influence the observed data. Dimensionality reduction
methods, such as principal component analysis, factor anal-
ysis, and probabilistic matrix factorization, provide a
statistical approach to inferring latent features [3]. These
methods characterize a small set of features (or dimensions)
and model each data point as a weighted combination of
them. Dimensionality reduction can improve predictions
and identify hidden structures in observed data.
Dimensionality reduction methods typically require
that the number of latent features be fixed in advance.
Researchers have recently proposed a more flexible
approach based on Bayesian nonparametric models, where
the number of features is inferred from the data through a
posterior distribution. These models are usually based on
the Indian buffet process (IBP; [16], [17]), a prior over
binary matrices with a finite number of rows (correspond-
ing to data points) and an infinite number of columns (cor-
responding to latent features). Using the IBP as a building
block, Bayesian nonparametric latent feature models have
been applied to several statistical problems (e.g., [18], [19],
[21], [22]). Since the number of features is effectively
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unbounded, these models are sometimes known as
“infinite” latent feature models.

The IBP assumes that data are exchangeable: permuting
the order of rows leaves the probability of an allocation
of latent features unchanged. This assumption may be
appropriate for some data sets, but for many others we
expect dependencies between data points and, conse-
quently, between their latent representations. As exam-
ples, the latent features describing human motion are
autocorrelated over time; the latent features describing
environmental risk factors are autocorrelated over space.
In this paper, we present a generalization of the IBP—the
distance dependent IBP (dd-IBP)—that addresses this limi-
tation. The dd-IBP allows infinite latent feature models to
capture non-exchangeable structure.

The problem of adapting nonparametric models to non-
exchangeable data has been studied extensively in the
mixture-modeling literature. In particular, variants of the
Dirichlet process mixture model allow dependencies
between data points (e.g., [1], [6], [8], [11], [15], [23]). These
dependencies may be spatial, temporal or more generally
covariate-dependent; the effect of such dependencies is to
induce sharing of latent features between nearby data points.

Among these methods is the distance dependent Chinese
restaurant process (dd-CRP; [5]). The dd-CRP is a non-
exchangeable generalization of the Chinese restaurant pro-
cess (CRP), the prior over partitions of data that emerges in
Bayesian nonparametric mixture modeling [4], [13], [24].
The dd-CRP models non-exchangeability by using distances
between data points—nearby data points (e.g., in time or
space) are more likely to be assigned to the same mixture
component. The dd-IBP extends these ideas to infinite latent
feature models, where distances between data points influ-
ence feature-sharing, and nearby data points are more likely
to share latent features.

We review the IBP in Section 2.1 and develop the dd-IBP
in Section 2.2. Like the dd-CRP, the dd-IBP lacks marginal
invariance, which means that removing one observation
changes the distribution over the other observations. We
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discuss this property further in Section 2.3. Although many
Bayesian nonparametric models have this property, it is a
particular modeling choice that may be appropriate for
some problems but not for others.

Several other infinite latent feature models have been
developed to capture dependencies between data in differ-
ent ways, for example using phylogenetic trees [20] or latent
Gaussian processes [28]. Of particular relevance to this
work is the dependent hierarchical Beta process (dHBP;
[301), which uses a hierarchical beta process (bp) to couple
data. These and other related models are discussed further
in Section 3. In Section 4, we characterize the feature-sharing
properties of the dd-IBP and compare it to those of the
dHBP [30]. We find that the different models capture quali-
tatively distinct dependency structures.

Exact posterior inference in the dd-IBP is intractable. We
present an approximate inference algorithm based on
Markov chain Monte Carlo (MCMC; [26]) in Section 5, and
we apply this algorithm in Section 6 to infer the latent fea-
tures in a linear-Gaussian model. We then use the dd-IBP to
model human brain imaging data in which age is predictive
of dependencies between data from different individuals
(Section 7). We show that the dd-IBP induces features that
are useful for a supervised classification task.

2 THE DISTANCE DEPENDENT INDIAN BUFFET
PROCESS

We first review the definition of the IBP and its role in
defining infinite latent feature models. We then introduce
the dd-IBP.

2.1 The Indian Buffet Process

The IBP is a prior over binary matrices Z with an infinite
number of columns [16], [17]. In the Indian buffet meta-
phor, rows of Z correspond to customers and columns cor-
respond to dishes (see Fig. 1). In data analysis, the
customers represent data points and the dishes represent
features. Let z;; denote the entry of Z at row ¢ and column
k. Whether customer ¢ has decided to sample dish & (that
is, whether z;; =1) corresponds to whether data point
i possesses feature k.

The IBP is defined as a sequential process. The first
customer enters the restaurant and samples the first
A1 ~ Poisson(e) number of dishes, where the hyperpara-
meter « is a scalar. In the binary matrix, this corresponds to
the first row being a contiguous block of ones, whose length
is the number of dishes sampled (),), followed by an infinite
block of zeros.

Subsequent customers i = 2,..., N enter, sampling each
previously sampled dish according to its popularity,

p(zir = 1] 21:6-1)) = mar/1, (1)

where m;, =5 j<i Zik is the number of customers that
sampled dish k prior to customer i. (We emphasize that
Eq. (1) applies only to dishes k that were previously sam-
pled, i.e., for which m;; > 0.) Then, each customer samples
Ai ~ Poisson(e/i) new dishes. Again these are represented
as a contiguous block of ones in the columns beyond the
last dish sampled by a previous customer.

Though described sequentially, Griffiths and Ghahramani
[16] showed that the IBP defines an allocation of dishes to
customers that is exchangeable. This means that the order of
the customers does not affect the probability of the resulting
allocation of dishes to customers.

To state this notion formally, define lof(Z) to be the left-
ordered binary matrix obtained from Z by sorting its col-
umns in decreasing order, interpreting each column as an
integer represented in binary with highest bit at row 1.
Then define [Z] to be the set of N x co binary matrices Z’
with the property that lof(Z') = lof(Z). This is an equiva-
lence class of binary matrices that imply the same alloca-
tions of features to customers, differing only in how these
features are labeled. Exchangeability of the IBP’s allocation
of dishes to customers means that the distribution of the
random equivalence class [Z] is the same as that of [Z7],
where Z” is obtained by permuting the rows of Z. In the
next section, we develop a generalization of the IBP that
relaxes this assumption.

2.2 The Distance Dependent Indian Buffet Process
Like the IBP, the dd-IBP is a distribution over binary latent
feature matrices with a finite number of rows and an infinite
number of columns. Each pair of customers has an associ-
ated distance, e.g., distance in time or space, or based on a
covariate. Two customers that are close together in this dis-
tance will be more likely to share the same dishes (that is,
features) than two customers that are far apart.

The dd-IBP can be understood in terms of the following
sequential construction. First, each customer selects a
Poisson-distributed number of dishes (feature columns).
The dishes selected by a customer in this phase of the con-
struction are said to be “owned” by this customer. A dish
is either unowned, or is owned by exactly one customer.
This step is akin to the selection of new dishes in the IBP.

Then, for each owned dish, customers connect to one
another. The probability that one customer connects to
another decreases with the distance between them. Note
that customers do not sample each dish, as in the IBP, but
rather connect to other customers. Thus, each dish is associ-
ated with a graph of connections between customers.

These per-dish graphs of customers determine dish
inheritance: A customer inherits a dish if its owner (from
the first step) is reachable in the connectivity graph for that
dish. This inheritance is computed deterministically from
the connections generated in the previous step.' The dishes
that each customer samples (i.e., the active features) are
those that he inherits or owns. Thus, distance-dependent
connection probabilities induce similarity of sampled dishes
between nearby customers.

An example of customer assignments sampled from the
dd-IBP is shown in Fig. 2. In this example, customer 1 owns
dish 1; customers 2-4 all reach customer 1 for dish 1, either
directly or through a chain, and thereby inherit the dish
(indicated by gray shading). Consequently, feature 1 is
active for customers 1-4. Dish 2 is owned by customer 2;
only customer 1 reaches customer 2 for dish 2, and hence

1. If one insists upon a complete gastronomical metaphor, customer
connectivity can be thought of as “I'll have what he’s having.”
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Fig. 1. Schematic of the IBP. An example of a latent feature matrix (Z)
generated by the IBP. Rows correspond to customers (data points) and
columns correspond to dishes (features). Gray shading indicates that a
feature is active for a given data point. The last row illustrates the assign-
ment process for a new customer; the counts for each feature (m;;) are
shown inside the circles for previously sampled features.

feature 2 is active for customers 1 and 2. Dish 3 is owned by
customer 2, but no other customers reach customer 2 for
dish 3, and hence feature 3 is active only for that customer.

We now more formally describe the probabilistic genera-
tive process of the binary matrix Z. First, we introduce
some notation and terminology.

e Dishes (columns of Z) are identified with the natural
numbers N ={1,2,...}. The number of dishes
owned by customer i is );, and dishes are labeled in
order, so that the set of dishes owned by this cus-
tomer is K; = (3_;_; Aj; >_,<; Ail- The total number of

owned dishes is K =Y.V \. The set of dishes
owned by customers excluding i is K_; = U;/C;.

e Each dish is associated with a set of customer-to-
customer assignments, specified by the N x K con-
nectivity matrix C, where ¢;; = j indicates that cus-
tomer i connects to customer j for dish k. Given C,
the customers form a set of (possibly cyclic) directed
graphs, one for each dish. The ownership vector is ¢
and has length K, where ¢; € {1,..., N} indicates
the customer who owns dish k, so ¢} = i<=k € K;.

e The N x N distance matrix between customers is D,
where the distance between customers ¢ and j is d;;.
A customer’s self-distance is 0: d;; = 0. We call the
distance matrix sequential when d;; = oo for j > 4. In
this special case, customers can only connect to pre-
vious customers.

e The decay function f:R +— [0,1] maps distance to a
quantity, which we call proximity, that controls the
probabilities of customer links. We require that
f(0)=1 and f(occ) =0. We obtain the normalized
proximity matrix A by applying the decay function to
each customer pair and normalizing by customer.
That iS, Qjj = f(d”)/h[, where hL = E}\Ll f(d“)

Using this notation, we generate the feature indicator

matrix Z as follows:

1. Assign dish ownership. For each customer i, let
Ai ~ Poisson(a/h;), and set K; = (E]‘@ Aj, E]‘gi Ail,

Dishes (features)

Customers (data points)

Fig. 2. Schematic of the dd-IBP. An example of a latent feature matrix
generated by the dd-IBP. Rows correspond to customers (data points)
and columns correspond to dishes (features). Customers connect to
each other, as indicated by arrows. Customers inherit a dish if the owner
of that dish (cj, indicated by stars) is reachable by a sequence of con-
nections. Gray shading indicates that a feature is active for a given data
point.

thus allocating A; dishes to this customer. For each
k € K;, set the ownership ¢} = i.

2. Assign customer connections. For each customer ¢ and
dish ke {1,...,K}, draw a customer assignment
according to P(ep=j7|D,f)=aj,j=1,...,N.
Note that customers can connect to themselves. In
this case, they do not inherit a dish unless they own
it (see the next step).

3. Compute dish inheritance. We say that customer j
inherits dish k if there exists a path along the
directed graph for dish %k from customer j to the
dish’s owner ¢, (i.e., if ¢} is reachable from j),
where the directed graph is defined by column k
of C. The owner of a dish automatically inherits
it.> We encode reachability with £. If customer j is
reachable from customer ¢ for dish k then L;;, = 1.
Otherwise L;j, = 0.

4. Compute the feature indicator matrix. For each cus-
tomer 7 and dish k£ < K we set z;. = 1 if ¢ inherits k,
otherwise z;, = 0. For k > K we set z;, = 0.

The generative process of the dd-IBP defines the following
joint distribution of the ownership vector and connectivity
matrix,

P(C,c"|D,a, f) = P(c"|a)P(C|c", D, f). (2)

Consider the first term. The probability of the ownership
vector is
N
=[P, (3)
i=1
where c¢* is a deterministic function of Ay, ..., Ay.

Consider the second term. The conditional distribution of
the connectivity matrix C depends on the total number of
owned dishes K and the normalized proximity matrix A
(derived from the distances and decay function),

N

pcl e, =[]

i=1 k=1

icyy.- (4)

The dependence on c* comes from K, which is determined
by the ownership vector c*.

2. Although customer 4 can link to other customers for dish & even if
k € K;, these connections are ignored in determining dish inheritance
when k € K;.
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Fig. 3. Decay functions. Each panel presents a different latent feature matrix, sampled from the dd-IBP with sequential distances. Decay functions

are shown in the insets.

Random feature models (and the traditional IBP) operate
with a random binary matrix Z, and the feature allocation
that it induces. In the dd-IBP, Z is a (deterministic) many-
to-one function of the random variables C and c*, which we
denote by ¢. We compute the probability of a binary matrix
by marginalizing out the appropriate configurations of
these variables

P(Z|D,a, f) = P(c",C|D,a,f). (5

>

(c*,C):¢(c*,C)=2Z

The dd-IBP reduces to the standard IBP in the special case
when f(d) =1 for all d < oo and the distance matrix is
sequential. (Recall: D is sequential if d;; = oo for j > i.) To
see this, consider the probability that the kth dish is sam-
pled by the ith customer (that is, z;;, = 1), conditioned the
dish having been sampled by a previous customer (which
occurs iff ¢; < i when D is sequential). This probability is
the proportion of previous customers that already reach cj
because the probability of connecting to each customer is
proportional to one. This probability is my; /i, which is the
same as in the IBP. This is akin to the relationship between
the dd-CRP and the traditional CRP under the same condi-
tion [5].

Many different decay functions are possible within this
framework. Fig. 3 shows samples of Z using four decay
functions and a sequential distance defined by absolute
temporal distance (djj =i —j for i >j and d;; = oo for
Jj > ).

o Theconstant, f(d) =1if d < ocoand f(oo) = 0. This is

the standard IBP.

The exponential, f(d) = exp(—pd).

The logistic, f(d) = 1/(1 4 exp(Bd — v)).
The window, f(d) = 1[d < v].

Each decay function encourages the sharing of features
across nearby rows in a different way.

When combined with an observation model, which
specifies how the latent features give rise to observed data,
the dd-IBP functions as a prior over latent feature represen-
tations of a data set. In Section 6, we consider a specific
example of how the dd-IBP can be used to analyze data.

2.3 Marginal Invariance and Exchangeability

We now examine some of the theoretical differences
between the dd-IBP and the IBP. Unlike the traditional IBP,
the dd-IBP is not (in general) marginally invariant, the prop-
erty that removing a customer leaves the distribution over
latent features for the remaining customers unchanged.
(The dd-IBP builds on the dd-CRP, which is not marginally
invariant either.) In some circumstances, marginal invari-
ance is desirable for computational reasons. For example,
the conditional distributions over missing data for models
lacking marginal invariance require computing ratios of
normalization constants. In contrast, marginally invariant
models, due to their factorized structure, require less com-
putation for conditional distributions over missing data. In
other circumstances, such as exploratory analysis of fully
observed data sets, this computational concern is less
important.

Beyond computational considerations, in some situations
marginal invariance is an inappropriate assumption. For
example, imagine you are studying the spread of disease.
You believe that there are latent features which play a
causal role in disease transmission, such as certain genes in
the case of genetically transmitted diseases. In this case,
observations correspond to individuals, and distance is nat-
urally defined over a family tree. Removing an individual
from a family tree can dramatically alter the distribution
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over genes for other individuals in the same family tree.
This is an example where marginal invariance is an incor-
rect assumption. In contrast, the distance-dependent effect
of genes on individuals can be captured by an appropriate
distance function using the dd-IBP.

Also unlike the traditional IBP, the dd-IBP’s feature allo-
cations are not exchangeable in general (except in some spe-
cial cases). To state this formally, let Z be drawn from the
dd-IBP with distance matrix D, mass parameter « and
decay function f. Then, let = be a permutation of the inte-
gers {1,..., N}, and let Z" be the matrix created by permut-
ing the rows of Z according to w. Then, except in certain
special cases (such as when D recovers the traditional IBP),

P([z] = [Z]|D,a, f) # P(2"] = [Z]| D, «, f),

where Z' is a (non-random) N x co binary matrix. Permut-
ing the data changes its distribution, and so the dd-IBP’s
feature allocations are not exchangeable in general. This
property stems from the distance function, which induces
sequential dependencies between data points.

Although the dd-IBP does not induce an exchangeable
distribution over equivalence classes [Z], it does have a
related symmetry. Let D" be the N x N matrix D with both
its rows and its columns permuted according to 7. (We
retain the same values for « and f). Then, in general,

P(2" = [Z]|D,e, f) = P([Z] = [Z]| D", [).

Thus, if we permute both the data and the distance matrix,
probabilities remain unchanged. Permuting both the data
and the distance matrix is like first relabeling the data, and
then explicitly altering the probability distribution to
account for this relabeling. If the dd-IBP’s feature alloca-
tions were exchangeable, one would not need to alter the
probability distribution to account for relabeling.

3 RELATED WORK

In this section we describe related work on infinite latent
feature models that capture external dependence between
the data. We focus on the most closely related model, which
is the dependent hierarchical beta process [30]. As a prelude to
describing the dHBP, we review the connection between the
IBP and the beta process.

3.1 The Beta Process

Recall that the IBP induces an exchangeable distribution
over feature allocations. Thibaux and Jordan [27] showed
that the de Finetti mixing distribution underlying the IBP is
the beta process, parameterized by a positive concentration
parameter ¢ and a base measure By on €. A draw B~
BP(c, By) is defined by a countably infinite collection of
weighted atoms,

(o]
B=Y " pidu, (6)
k=1

where §,, is a probability distribution that places a single
atom at w € (), and the p;, € [0,1] are independent random
variables whose distribution is described as follows. If By is
continuous, then the atoms and their weights are drawn

from a nonhomogeneous Poisson process defined on the
space () x [0, 1] with rate measure

v(dw, dp) = ep (1 — p)* dpBy(dw). (7)

If B, is discrete and of the form By = >, Qeboyr @ € [0,1],
then B has atoms at the same locations as B;, with
pr, ~ Beta(cgy, ¢(1 — g;;)). Following Thibaux and Jordan
[27], we define the mass parameter as y = By({)). Note that
By is not necessarily a probability measure, and hence y can
take on non-negative values different from 1.

Conditional on a draw from the beta process, the feature
representation X; of data point i is generated by drawing
from the Bernoulli process (BeP) with base measure B:
X; | B~BeP(B). If B is discrete, then X; =>"", 254,
where z;; ~ Bernoulli(py). In other words, feature k is acti-
vated with probability p;, independently for all data points.
Sampling Z from the compound beta-Bernoulli process is
equivalent (in the sense of providing the same distribution
over equivalence classes [Z]) to sampling Z directly from
the IBP when ¢ = 1 and y = « [27].

3.2 Dependent Hierarchical Beta Processes
The dHBP [30] builds external dependence between data
points using the above BP construction. The dependencies
are induced by mixing independent BP random measures,
weighted by their proximities A.

The dHBP is based on the following generative process,

X | B;, ~ BeP(B),),
B | B~ BP(c1, B),

gi ~ Multinomial(a;),

(8)
B ~ BP(CQ, B()).

This is equivalent to drawing X; from a Bernoulli process
whose base measure is a linear combination of BP random
measures,

N
Xi|B; ~BeP(B;), Bi=)Y_ a;B; (9)
j=1

Dependencies between data points are captured in the
dHBP by the proximity matrix A, as in the dd-IBP.> This
allows proximal data points (e.g., in time or space) to share
more latent features than distant ones.

In Section 4, we compare the feature-sharing properties
of the dHBP and dd-IBP. Using an asymptotic analysis, we
show that the dd-IBP offers more flexibility in modeling the
proportion of features shared between data points, but less
flexibility in modeling uncertainty about these proportions.

3.3 Other Non-Exchangeable Variants

Several other non-exchangeable priors for infinite latent fea-
ture models have been proposed (see [14] for a comprehen-
sive review). Williamson et al. [28] used a hierarchical
Gaussian process to couple the latent features of data in a
covariate-dependent manner. They named this model the
dependent Indian buffet process (dIBP). Their framework is
flexible: It can couple columns of Z in addition to rows,

3. Zhou et al. [30] formalize dependencies in an equivalent manner
using a normalized kernel function defined over pairs of covariates
associated with the data points.
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while the dd-IBP cannot. However, this flexibility comes at
a computational cost during inference: Their algorithm
requires sampling an extra layer of variables.

Miller et al. [20] proposed a “phylogenetic IBP” that enco-
des tree-structured dependencies between data. Doshi-Velez
and Ghahramani [10] proposed a “correlated IBP” that cou-
ples data points and features through a set of latent clusters.
Both of these models relax exchangeability, but they do not
allow dependencies to be specified directly in terms of dis-
tances between data. Furthermore, inference for these mod-
els requires more intensive computation than does the
standard IBP. The MCMC algorithm presented by Miller
et al. [20] for the phylogenetic IBP involves both dynamic
programming and auxiliary variable sampling. Similarly,
the MCMC algorithm for the correlated IBP involves sam-
pling latent clusters in addition to latent features. Our model
also incurs extra computational cost relative to the tradi-
tional IBP due to the computation of reachability (quadratic
in the number of observations); however, it permits a richer
specification of the dependency structure between observa-
tions than either the phylogenetic or the correlated IBP.

Recently, Ren et al. [25] presented a novel way of intro-
ducing dependency into latent feature models based on
the beta process. Instead of defining distances between
customers, each dish is associated with a latent covariate
vector, and distances are defined between each custom-
er’s (observed) covariates and the dish-specific covariates.
Customers then choose dishes with probability propor-
tional to the customer-dish proximity. This construction
comes with a significant computational advantage for
data sets where the time complexity is tied predominantly
to the number of observations. The downside of this con-
struction is that the MCMC algorithm used for inference
must sample a separate covariate vector for each dish,
which may scale poorly if the covariate dimensionality is
high.

4 CHARACTERIZING FEATURE-SHARING

In this section, we compare the feature-sharing properties
of the dHBP and dd-IBP. Two data points share a feature if
that feature is active for both (i.e., z;, = zj; = 1 fori # jand
a given feature k). This analysis is useful for understanding
the types of dependencies induced by the different models,
and can help guide the choice of model and hyperpara-
meter settings for particular data analysis problems. We
consider an asymptotic regime in which the mass parame-
ter is large (« for the dd-IBP and y for the dHBP), which
simplifies feature-sharing properties. Proofs of all proposi-
tions in this section are contained in the Supplementary
Materials, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TPAMI.2014.2321387.

4.1 Feature-Sharing in the dd-IBP

We first characterize the limiting distributional proper-
ties of feature-sharing in the dd-IBP as o — co. We drop
the feature index k in the reachability indicator L;;;, writ-
ing it £;;. We do this because columns of the connectiv-
ity matrix C are identically distributed under the dd-IBP
and, consequently, the distribution of the random vector
(Lije :i,j=1,...,n) is invariant across k.

Let R, = > 1, zix denote the number of features held by
data point ¢, and let R;; = > ;7| zixz;x denote the number of
features shared by data points ¢ and j, where ¢ # j.

Proposition 1. Under the dd-IBP,

N
R; ~ Poisson (oc Z h'P(Liy = 1))7
n=1

(10)

N
R;; ~ Poisson (aZhnIP(ﬁm =1L = 1)) (11)

n=1

The probabilities P(L;, =1) and P(L;,, =1,Lj, =1)
depend strongly on the distribution of the connectivity
matrix C, but do not depend on the ownership vector c*,
since L is independent of dish ownership.

We then use this result to derive the limiting properties
of R; and R;; from properties of the Poisson distribution. In

this and following results, L, indicates convergence in

probability.

Proposition 2. Let i # j. R; and R;; converge in probability
under the dd-IBP to the following constants as o — oo:

R P

=N wP(L, =1 12

” ; . P(Li )s (12)
Rii p )

. h, P(Lin =1,Ly, = 1), 1
a—’; 2 P(Lin =1, L0 = 1) (13)

R S Bt P(Lin = 1)

This proposition shows that the limiting fraction of shared
features R;;j/R; in the dd-IBP is a constant that may be dif-
ferent for each pair of data points ¢ and j. In contrast, we
show below that the same limiting fraction under the dHBP
is random, and takes one of two values. These two values
are fixed, and do not depend upon the data points i and j.

4.2 Feature-Sharing in the dHBP

Here we characterize the limiting distributional properties
of feature sharing in the dHBP as I3, becomes infinitely con-
centrated (i.e., y — oo, analogous to o — c0). In this limit,
feature-sharing is primarily attributable to dependency
induced by the proximity matrix A.

Proposition 3. If By is continuous, then under the dHBP,

R; | g;.ny ~ Poisson(y), (15)
Poisson(y%) if 9i = gj,

Rij | g1.n ~ _ ) (16)
Pmsson(ycﬂﬁ) if i # 9j-

We derive the limiting properties of R; and R;; from proper-
ties of the Poisson distribution.

Proposition 4. Let i # j and assume By is continuous. Condi-
tional on g,.y, R; and R;; converge in probability under the
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dHBP to the following constants as y — oo:

R; P
——1, (17)
14
cotep+1 . o

Rij P | ety ¥ 9 =95 (18)
co+c1+1 .

Ry P | i 9= (19)

Thus, the expected fraction of object i’s features shared with

object j, R;;/R;, is a factor of ‘“fl%lﬂ bigger when g; = g;. As

¢y — 0o, this fraction goes to co. As ¢y — 0, it goes to 1. We

can obtain the unconditional fraction by marginalizing over

gi and g;:

Corollary 1. Let i # j and assume By is continuous. R;;/R; con-
verges in probability under the dHBP as y — oo to a random

variable M;; defined by

e (cocﬂ—)c(gi—l) with probability P(g; = gj)’ (20)
Y o with probability P(g; # g;),

where P(g, = 9]) = Zi‘v\,[:l a,;na‘,-n.

This corollary shows that as y grows large, the fraction of
shared features becomes one of two values (determined
by ¢y and ¢;), with a mixing probability determined by
the dependency structure. Thus, the dHBP affords sub-
stantial flexibility in specifying the mixing probability
(via A), but is constrained to two possible values of the
limiting fraction.

4.3 Feature-Sharing in the IBP
For comparison, we briefly describe the feature-sharing
properties under the traditional IBP.

Under the traditional IBP, by exchangeability of equiva-
lence classes of Z and the fact that R; and R;; are the same
for all Z in the same equivalence class, R; and R;; together
have the same joint distribution as R; and R;». The first cus-
tomer draws a Poisson(«) number of dishes. The second
customer then chooses whether to sample each of these
dishes independently and with probability 1/2. Thus, the
number of dishes sampled by both the first and second cus-
tomers is R ~ Poisson(a/2).

This shows (using argument similar to those used to
show Propositions 2 and 4) that, under the traditional IBP,
as o — oo with ¢ # j,

R; P R;P1

——1, ——, —
o o 2 R;

E

(21)

N | —

4.4 Discussion

Using an asymptotic analysis, the preceding theoretical
results show that the dd-IBP and dHBP provide different
forms of flexibility in specifying the way in which features
are shared between data points. This asymptotic analysis
takes the limit as the mass parameters o and y become large.
This limit is taken for theoretical tractability, and removes

much of the uncertainty that is otherwise present in these
models. While such limiting dd-IBP and dHBP models are
not intended for practical use, their simplicity provides
insight into behavior in non-asymptotic regimes.

Under the dd-IBP, Proposition 2 shows that the modeler
is allowed a great deal of flexibility in specifying the propor-
tions of features shared by data points. Given a matrix spec-
ifying the proportion of features that are believed to be
shared by pairs of data points, one can (if this matrix is suffi-
ciently well-behaved) design a distance matrix that causes
the dd-IBP to concentrate on the desired proportions. While
the dd-IBP cannot model an arbitrary modeler-specified
matrix of proportions, the set of matrices that can be mod-
eled is large.

In contrast, under the dHBP, Corollary 1 shows that the
modeler has less flexibility in specifying the proportions of
features shared. Under the dHBP, the modeler chooses two
values, (co+ ¢ +1)/(co+1)(¢; + 1) and 1/(¢o + 1), and the
proportion of features shared by any pair of data points in
the asymptotic regime must be one of these two values.

Section 4.3 shows that the traditional IBP has the least
flexibility. In the asymptotic regime, the proportion of fea-
tures shared by each pair of data points is a constant.

While the dd-IBP has more flexibility in specifying values
of the feature-sharing-proportions than the dHBP, it has less
flexibility (at least in this asymptotic regime) in modeling
uncertainty about these feature-sharing proportions. Under
the dd-IBP, the proportion of features shared by a pair of
data points in the asymptotic regime is a deterministic
quantity. Under the dHBP, the proportion of features
shared is a random quantity, even in the asymptotic regime.
One could extend the dd-IBP to allow uncertainty about the
feature-sharing-proportions by specifying a hyperprior
over distance matrices, but we do not consider this exten-
sion further.

Fig. 4 illustrates the difference in asymptotic feature-
sharing behavior between the dHBP and dd-IBP. Here we
use the exponential decay function with =1 and
dij = (i — j)*. Subfigures in the upper row are draws from
the dHBP, and subfigures in the bottom row are draws
from the dd-IBP. Within a single subfigure, the shade in the
cell (4,7) is the fraction R;;/R;. (The diagonals R;;/R; =1
have been set to 0 to bring out other aspects of the matrix.)
Each of the four columns represents a pair of independent
draws. To approximate the asymptotic regime considered
by the theory, the mass parameters for the two models are
set to large values of y = o = 1,000. The figure shows that,
in draws from the dHBP, off-diagonal cells have one of two
shades, corresponding to the two possible limiting values
for R;;/R;. In the different columns, corresponding to differ-
ent independent draws, the patterns are different, showing
that R;;/R; remains random under the dHBP, even in the
asymptotic regime. In contrast, in draws from the dd-IBP,
off-diagonal cells take a variety of different values, but
remain unchanged across independent draws.

Fig. 5 illustrates non-asymptotic feature-sharing behavior
in a simple setting with only two data points. The figure
shows the feature-sharing behavior of the dHBP (top) and
dd-IBP (bottom) at two values for the mass parameter:
a =y =15 (top row) and « =y = 30 (bottom row). Each
subfigure shows the probability mass function P(R;;) as a
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Fig. 4. Feature-sharing in the dHBP and dd-IBP, limiting case. Along the horizontal axis, we show four independent draws from the dHBP (Top) and
dd-IBP (Bottom). Within each subfigure, the shade of a cell (i, j) shows the fraction R;;/R;, where R; is the number of features held by data point i,
and R;; is the number held by both 7 and j. Diagonals R;;/R; = 1 have been set to 0 for clarity. Here, « = y = 1, 000. Limiting results from Section 4
explain the behavior for such large « and y: for the dHBP the feature-sharing proportion R;;/R; is random and equal to one of two constants; for the
dd-IBP the proportion is non-random and takes a range of values. The dd-IBP models feature-sharing proportions that differ across data points, but
does not model uncertainty about these proportions when mass parameters are large.

function of the proximity a;;, where a;; = 1/d;; for the dd-
IBP. Because there are only two data points, with a; =1
and a;; = aj, specifying a;; is sufficient for specifying the
full proximity matrix A. For the dHBP, we set ¢y = 10 and
¢1 = 1. Also facilitating comparison, E[R;] is the same
between both models (when « = y).

Fig. 5 shows that as the proximity a;; increases to 1, the
number of shared features R;; tends to increase under both
models. More precisely, P(R;;) concentrates on larger val-
ues of R;; as a;; increases. However, the way in which the

dHBP (y=15)

0 0.2 0.4 0.6 0.8 1

a.
ij
dd-IBP (0=15)

0 0.2 0.4 0.6 0.8 1
a.
1]

20

15

o 10
5
0

probability mass functions change with a;; differs between
the two models. In the dd-IBP, the most likely value of R;;
increases smoothly, while under the dHBP it remains
roughly constant and then jumps. As one varies a;; across
its full range, the set of most likely values for R;; under the
dd-IBP spans its full range from 0 to 20, while under the
dHBP the most likely value for R;; takes only a few values.
Instead, varying a;; under the dHBP allows a variety of
bimodal distributions centered near the values from the
asymptotic analysis.

dHBP (y=30)

0 0.2 0.4 0.6 0.8 1

a..
ij
dd-1BP (0:=30)

20
15

o 10
s
0

0 0.2 0.4 0.6 0.8 1
a.
1

Fig. 5. Feature-sharing in the dHBP and dd-IBP. Heatmaps of the probability mass function over the number of shared features R;; (y-axis) as a func-
tion of proximity a;; (x-axis) in a data set consisting of two data points. Black indicates a probability mass of 0, with lighter shades indicating larger val-
ues. For the dHBP, we set ¢, = 10 and ¢; = 1. Note that E[R;] is the same for both the dHBP and dd-IBP in these examples (when o = y).
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This difference in non-asymptotic behaviors mirrors the
difference between the two models in the asymptotic
regime, where the dd-IBP allows feature-sharing-propor-
tions to be specified almost arbitrarily but allows little flexi-
bility in modeling uncertainty about them, and the dHBP
limits the number of possible values for the feature-sharing
proportions, but allows uncertainty over these values. This
difference may have consequences for data analysis. For
example, latent features underlying preferences for movies
or music may be shared in highly predictable but diverse
ways across a set of individuals, in which case the dd-IBP
would be a more suitable model. In contrast, latent features
underlying disease may be shared in a smaller number of
ways but be highly unpredictable (e.g., two individuals
either share or don’t share a particular stochastically occur-
ring gene mutation), in which case the dHBP would be
more suitable.

5 INFERENCE USING MARKOV CHAIN MONTE
CARLO SAMPLING

Given a data set X = {x1}l\i1 and a latent feature model
P(X | Z,0) with parameter 6, the goal of inference is to com-
pute the joint posterior over the customer assignment
matrix C, the dd-IBP hyperparameter «, and likelihood
parameter 6, as given by Bayes’ rule:

P(C7C*707a ‘ X7D7f)

x P(X|C,c",6)P(O)P(C|D,f)P(c’ | a)P(a), (22)

where the first term is the likelihood (recall that Z is a deter-
ministic function of C and c*), the second term is the prior
over parameters, the third term is the dd-IBP prior over the
connectivity matrix C, the fourth term is the prior over the
ownership vector c*, and the last term is the prior over «.

Exact inference in this model is computationally intracta-
ble. We therefore use MCMC sampling [26] to approximate
the posterior with L samples. Details of this algorithm can
be found in the Supplementary Materials, available online.
The algorithm can be adapted to different data sets by
choosing an appropriate likelihood function. In the next sec-
tion, we present a simple linear-Gaussian model.*

6 A LINEAR-GAUSSIAN MODEL

As an example of how the dd-IBP can be used in data analy-
sis, we incorporate it into a linear-Gaussian latent feature
model (Fig. 6). This model was originally studied for the
IBP by Griffiths and Ghahramani [16], [17]. The observed
data X € RM*M consist of N objects, each of which is a
M-dimensional vector of real-valued object properties. We
model X as a linear combination of binary latent features
corrupted by Gaussian noise:

X =ZW +e, (23)

where W is a K x M matrix of real-valued weights, and € is
a N x M matrix of independent, zero-mean Gaussian noise
terms with standard deviation o,. We place a zero-mean

4. Matlab software implementing this algorithm is available at the
first author’s homepage: web.mit .edu/sjgershm/www.
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Fig. 6. Linear-Gaussian model. Matrix multiplication view of how latent
features (Z) combine with a weight matrix (W) and white noise (¢) to pro-
duce observed data (X).

N =

Gaussian prior on W with covariance o2 I. Intuitively, the
weights capture how the latent features interact to produce
the observed data. For example, if each latent feature corre-
sponds to a person in an image, then the weight wj,, cap-
tures the contribution of person k to pixel m. Algorithmic
details for performing inference in this model are provided
in the Supplementary Materials, available online.

7 EMPIRICAL STUDY

In this section we report experimental investigations of the
dd-IBP and comparisons with alternative models. We show
how the dd-IBP can be used as a dimensionality reduction
pre-processing technique for classification tasks when the
data points are non-exchangeable. In the Supplementary
Materials, available online, we present an example of a
situation in which a non-exchangeable model might be
expected to help, but does not.

The performance of supervised learning algorithms is
often enhanced by pre-processing the data to reduce its
dimensionality [3]. Classical techniques for dimensionality
reduction, such as principal components analysis and factor
analysis, assume exchangeability, as does the infinite latent
feature model based on the IBP [16]. For this reason, these
techniques may not work as well for pre-processing non-
exchangeable data, and this may adversely affect their per-
formance on supervised learning tasks.

We investigated this hypothesis using a magnetic reso-
nance imaging (MRI) data set collected from 27 patients
with Alzheimer’s disease and 35 healthy controls [7].° The
observed features consist of four structural summary statis-
tics measured in 56 brain regions of interest: (1) surface
area; (2) shape index; (3) curvedness; (4) fractal dimension.
The classification task is to sort individuals into Alzheimer’s
or control classes based on their observed features.

Age-related changes in brain structure produce natural
declines in cognitive function that make diagnosis of
Alzheimer’s disease difficult [12]. Thus, it is important to
take age into account when designing predictive models.
For the dd-IBP and dHBP, age is naturally incorporated as a
covariate over which we constructed a distance matrix. Spe-
cifically, we defined d;; as the absolute age difference
between subjects 7 and j, with d;; = oo for j > i (i.e., the dis-
tance matrix is sequential). This induces a prior belief that
individuals with similar ages tend to share more latent fea-
tures. In the MRI data set, ages ranged from 60 to 90
(median: 76.5).

5. Available at: http://wiki.stat.ucla.edu/socr/index.
php/SOCR_Data_July2009_ID_NI.
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Fig. 7. Trace plots. Representative traces of the log joint probability of
the Alzheimer’s data and latent variables for the dd-IBP (top) and dHBP
(bottom). Each iteration corresponds to a sweep over all the latent
variables.

In detail, we ran 1,500 iterations of MCMC sampling on
the entire data set using the linear-Gaussian observation
model, and then selected the latent features of the maximum
a posteriori sample as input to a supervised learning algo-
rithm (Ly-regularized logistic regression, with the regulari-
zation constant set to 1079). Training was performed on half
of the data, and testing on the other half.” The noise hyper-
parameters of the dd-IBP and dHBP (o, and o,) were
updated using Metropolis-Hastings proposals.

We monitored the log of the joint distribution
log P(X,a, C,c*). Visual inspection of the log joint probabil-
ity traces suggested that the sampler reaches a local maxi-
mum within 400-500 iterations (Fig. 7). This process was
repeated for a range of decay parameter (f) values, using the
exponential decay function. The same proximity matrix, A,
was used for both the dd-IBP and dHBP. We performed 10
random restarts of the sampler (initialized to draws from the
prior) and recomputed the classification measure for each
restart, averaging the resulting measures to reduce sampling
variability. For comparison, we also made predictions using
the standard IBP, the dIBP [28], and the raw observed fea-
tures (i.e., no pre-processing). The dIBP was fit using the
MCMC algorithm described in Williamson et al. [28], which
adaptively samples the parameters controlling dependencies
between observations (thus the results do not depend on f).

The inferred latent features are shown in Fig. 8, illustrat-
ing how the distribution of features shifts across values of
the covariate. In this case, the data from younger Alzheimer’s
patients are explained by a set of latent features that are
largely distinct from the latent features used to explain the
data from older patients.

Classification results are shown in Fig. 9 (left), where
performance is measured as the area under the receiver
operating characteristic curve (AUC). Chance perfor-
mance corresponds to an AUC of 0.5, perfect performance
to an AUC of 1. Using features from the non-exchangeable
models (dd-IBP, dHBP, dIBP) leads to better performance
than the raw and IBP features. For a range of g values, the

6. A few randomly chosen individuals were removed from the test
set to make it balanced.

Fig. 8. Inferred latent features for the Alzheimer’s data set. Hinton dia-
gram showing the posterior expected latent feature matrix. Rows corre-
spond to data points (ordered according to increasing age), columns
correspond to latent features. The size of the square indicates the mag-
nitude of the corresponding entry.

dd-IBP produces superior classification performance to
the alternative models, with the exception of the dIBP
(which outperformed the dd-IBP for some settings).

We also ran the dd-IBP sampler with g = 0 (in which case
the dd-IBP and IBP are equivalent) and found no significant
difference between it and the standard IBP sampler with
respect to performance on the Alzheimer’s classification.

8 CONCLUSIONS

By relaxing the exchangeability assumption for infinite
latent feature models, the dd-IBP extends their applicability

—-O-dd-1BP
1 —~dHBP
—1BP
== =Raw
i dIBP

Fig. 9. Classification results for the Alzheimer’s data set. Area under the
curve (AUC) for binary classification (Alzheimer’s versus normal control)
using L-regularized logistic regression and features learned from a
linear-Gaussian latent feature model. Each curve represents a different
choice of predictor variables (latent features) for logistic regression. The
x-axis corresponds to different settings of the exponential decay function
parameter, B. “Raw” refers to the original data features (see text for
details); the IBP, dd-IBP, dIBP and dHBP results were based on using
the latent features of the maximum a posteriori sample following 1,500
iterations of MCMC sampling. Error bars represent standard error of the
mean.
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to a richer class of data. We have shown empirically that
this innovation fares better than the standard IBP on non-
exchangeable data (e.g., timeseries).

We note that the dd-IBP is not a standard Bayesian non-
parametric distribution, in the sense of arising from a de
Finetti mixing distribution. For the standard IBP, the de Finetti
mixing distribution is the beta process [27], but this result does
not generalize to the dd-IBP due to its non-exchangeability.
Nonetheless, this does not detract from our model’s ability to
let the data infer the number of latent features, a property that
it shares with other infinite latent feature models.

We can consider a number of possible future directions.
First, we may exploit distance dependence to derive more effi-
cient samplers. In particular, Doshi-Velez and Ghahramani
[9] have shown that partitioning the data into subsets enables
faster Gibbs sampling for the traditional IBP; the window
decay function imposes a natural partition of the data into
conditionally independent subsets.

Second, we can apply the dd-IBP to other likelihood
functions. For example, it could be applied to relational
data [19], [21] or text data [27]. As pointed out by Miller
et al. [21], covariates like age or location often play an
important role in link prediction. Whereas Miller et al. [21]
incorporated covariates into the likelihood function, one
could instead incorporate them into the prior by defining
covariate-based distances between data points (e.g., the age
difference between two people). A distinction of the latter
approach is that it would allow one to model dependencies
in terms of latent features. For instance, two people close in
age or geographic location may be more likely to share
latent interests, a pattern naturally captured by the dd-IBP.

Third, modeling shared dependency structure across
groups is important for several applications. In brain
imaging studies, for example, similar spatial and temporal
dependencies are frequently observed across subjects. Model-
ing shared structure without sacrificing intersubject variabil-
ity has been addressed with hierarchical models [2], [29]. One
way to extend the dd-IBP hierarchically would be to allow the
parameters of the decay function to vary across individuals
while being coupled together by higher-level variables.

ACKNOWLEDGMENTS

SJG was supported by a US National Science Foundation
(NSF) graduate research fellowship and a postdoctoral fel-
lowship from the MIT Intelligence Initiative. PIF acknowl-
edges support from NSF Awards #142251, #1247696 and
#1254298, and from AFOSR Awards FA9550-11-1-0083 and
FA9550-12-1-0200. DMB acknowledges support from NSF
CAREER NSF 1I5-0745520, NSF BIGDATA NSF 1IS-1247664,
NSF NEURO NSF 115-1009542, ONR N00014-11-1-0651, the
Alfred P. Sloan foundation, and DARPA FA8750-14-2-0009.
The authors thank Matt Hoffman, Chong Wang, Gungor
Polatkan, Sean Gerrish and John Paisley for helpful discus-
sions. They are also grateful to Sinead Williamson and
Mingyuan Zhou for sharing their code.

REFERENCES

[1] A.Ahmed and E. P. Xing, “Timeline: A dynamic hierarchical Dirich-
let process model for recovering birth/death and evolution of topics
in text stream,” in Proc. 26th Conf. Uncertainty Artif. Intell., 2010.

[2]

[3]
[4]
[5]
[6]

[7]

[8]
9]

[10]

[11]

[12]

[13]

[14]
[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]
[24]
[25]
[26]

[27]

[28]

[29]

[30]

IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL.37, NO.2, FEBRUARY 2015

C. F. Beckmann, M. Jenkinson, and S. M. Smith, “General multi-
level linear modeling for group analysis in FMRI,” Neurolmage,
vol. 20, no. 2, pp. 1052-1063, 2003.

C. M. Bishop, Pattern Recognition and Machine Learning. New York,
NY, USA: Springer, 2006.

D. Blackwell and J. MacQueen, “Ferguson distributions via Pdélya
urn schemes,” The Ann. Statist., vol. 1, no. 2, pp. 353-355, 1973.

D. M. Blei and P. I. Frazier, “Distance dependent Chinese restau-
rant processes,” |. Mach. Learn. Res., vol. 12, pp. 2461-2488, 2011.

F. Caron, M. Davy, and A. Doucet, “Generalized Polya urn for
time-varying Dirichlet process mixtures,” in Proc. 23rd Conf.
Uncertainity Artif. Intell., 2007.

N. Christou and I. D. Dinov, “Confidence interval based parame-
ter estimation, a new SOCR applet and activity,” PloS One, vol. 6,
no. 5, p. e19178, 2011.

Y. Chung and D. B. Dunson, “The local Dirichlet process,” Ann.
Inst. Statist. Math., vol. 63, no. 1, pp. 59-80, 2011.

F. Doshi-Velez and Z. Ghahramani, “Accelerated sampling for the
Indian buffet process,” in Proc. Int. Conf. Mach. Learn., 2009,
pp- 273-280.

F. Doshi-Velez and Z. Ghahramani, “Correlated non-parametric
latent feature models,” in Proc. 25th Conf. Uncertainity Artif. Intell.,
2009, pp. 143-150.

J. A. Duan, M. Guindani, and A. E. Gelfand, “Generalized spatial
Dirichlet process models,” Biometrika, vol. 94, no. 4, pp. 809-825, 2007.
T. Erkinjuntti, R. Laaksonen, R. Sulkava, R. Syrjalainen, and J.
Palo, “Neuropsychological differentiation between normal aging,
Alzheimer’s disease and vascular dementia,” Acta Neurologica
Scandinavica, vol. 74, no. 5, pp. 393-403, 1986.

M. D. Escobar and M. West, “Bayesian density estimation and
inference using mixtures.,” J. Amer. Statist. Assoc., vol. 90, no. 430,
pp- 577-588, 1995.

N. J. Foti and S. Williamson, “A survey of non-exchangeable pri-
ors for Bayesian nonparametric models,” 2012.

J. E. Griffin and M. F. ]. Steel, “Order-based dependent Dirichlet
processes,” |. Amer. Statist. Assoc., vol. 101, no. 473, pp. 179-194, 2006.
T. L. Griffiths and Z. Ghahramani, “Infinite latent feature models
and the Indian buffet process,” in Proc. Adv. Neural Inform. Process.
Syst., vol. 18, 2005.

T. Griffiths and Z. Ghahramani, “The Indian buffet process: An
introduction and review,” |. Mach. Learn. Res., vol. 12, pp. 1185-
1224, 2011.

D. Knowles and Z. Ghahramani, “Infinite sparse factor analysis
and infinite independent components analysis,” in Proc. 7th Int.
Conf. Ind. Compon. Anal. Signal Sep., 2007, pp. 381-388.

E. Meeds, Z. Ghahramani, R. M. Neal, and S. T. Roweis,
“Modeling dyadic data with binary latent factors,” in Proc. Adv.
Neural Inform. Process. Syst., 2007, vol. 19, pp. 977-984.

K. T. Miller, T. L. Griffiths, and M. L Jordan, “The phylogenetic
Indian buffet process: A non-exchangeable nonparametric prior
for latent features,” in Proc. 24th Conf. Uncertainty Artif. Intell., 2008.
K. T. Miller, T. L. Griffiths, and M. I. Jordan, “Nonparametric
latent feature models for link prediction,” in Proc. Adv. Neural
Inform. Process. Syst., 2009.

D. J. Navarro and T. L. Griffiths, “Latent features in similarity
judgments: A nonparametric Bayesian approach,” Neural Comput.,
vol. 20, no. 11, pp. 2597-2628, 2008.

V. Rao and Y. W. Teh, “Spatial normalized gamma processes,” in
Proc. Adv. Neural Inform. Process. Syst., 2009, vol. 22, pp. 1554-1562.
C. E. Rasmussen, “The infinite Gaussian mixture model,” in Proc.
Adv. Neural Inform. Process. Syst., 2000, vol. 12, pp. 554-560.

L. Ren, Y. Wang, D. Dunson, and L. Carin, “The kernel beta proc-
ess,” in Proc. Adv. Neural Inform. Process. Syst., 2011, pp. 963-971.
C. P. Robert and G. Casella, Monte Carlo Statistical Methods. New
York, NY, USA: Springer Verlag, 2004.

R. Thibaux and M. I. Jordan, “Hierarchical beta processes and the
Indian buffet process,” in Proc. Int. Conf. Artif. Intell. Statist., 2007,
vol. 11, pp. 564-571.

S. Williamson, P. Orbanz, and Z. Ghahramani, “Dependent Indian
buffet processes,” in Proc. Int. Conf. Artif. Intell. Statist., 2010.

M. W. Woolrich, T. E. J. Behrens, C. F. Beckmann, M. Jenkinson,
and S. M. Smith, “Multilevel linear modelling for FMRI group
analysis using Bayesian inference,” Neurolmage, vol. 21, no. 4,
pp- 1732-1747, 2004.

M. Zhou, H. Yang, G. Sapiro, D. Dunson, and L. Carin,
“Dependent hierarchical beta process for image interpolation and
denoising,” in Proc. Int. Conf. Artif. Intell. Statist., 2011.



GERSHMAN ET AL.: DISTANCE DEPENDENT INFINITE LATENT FEATURE MODELS

Samuel J. Gershman received the PhD degree
in psychology and neuroscience from Prince-
ton University in 2013. He is currently a post-
doctoral fellow in the Department of Brain and
Cognitive Sciences, Massachusetts Institute of
Technology. He received a graduate research
fellowship from the National Science Founda-
tion. His research focuses on computational
and experimental studies of learning in
humans and animals.

Princeton University in 2009. He is currently an
assistant professor in the School of Operations
Research and Information Engineering, Cornell
University. He received the AFOSR Young Inves-
tigator Award, and the US National Science
Foundation (NSF) CAREER Award. He is an
associate editor for Operations Research, ACM
Transactions on Modeling and Computer Simula-
tion and IIE Transactions, and was on program
committees for ICML, NIPS and Winter Simulation Conference. He has
received best paper awards from the Institute for Operations Research
and the Management Sciences (INFORMS) and Winter Simulation
Conference. His research interest include dynamic programming and
Bayesian statistics, focusing on the optimal acquisition of information
and sequential design of experiments. He works on applications in simu-
lation, optimization, operations management, and medicine.

345

David M. Blei received the PhD degree in 2004
from U.C. Berkeley and was a postdoctoral fellow
at Carnegie Mellon University. He is currently an
associate professor of computer science at
Princeton University. His research focuses on
probabilistic topic models, Bayesian nonparamet-
ric methods, and approximate posterior infer-
ence. He works on a variety of applications,
including text, images, music, social networks,
and scientific data.

Peter I. Frazier received the PhD degree in oper- > For more information on this or any other computing topic,
ations research and financial engineering from  please visit our Digital Library at www.computer.org/publications/dlib.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


