At the Edge of Knowability: 
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The issue of ‘knowability’ in relation to the origins and distribution of the language families of the world is addressed, and recent advances in historical linguistics and molecular genetics reviewed. While the much-debated problem of the validity of the concept of the language ‘macrofamily’ cannot yet be resolved, it is argued that a time depth for the origins of language families greater than the conventional received figure of c. 6000 years may in some cases be appropriate, allowing the possibility of a correlation between language dispersals and demographic processes following the end of the Pleistocene period. The effects of these processes may still be visible in the linguistic ‘spread zones’, here seen as often the result of farming dispersals, contrasting with the linguistic ‘mosaic zones’ whose early origins may sometimes go back to initial colonization episodes during the late Pleistocene period. If further work in historical linguistics as well as in archaeology and molecular genetics upholds these correlations a ‘new synthesis’, whose outlines may already be discerned, is likely to emerge. This would have important consequences for prehistoric archaeology, and would be of interest also to historical linguists and molecular geneticists. If, however, the proposed recognition of such patterning proves illusory the prospects for ‘knowability’ appear to be less favourable.
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lized the elegant device proposed by Ammerman & Cavalli-Sforza (1973) of the ‘wave of advance’ which modelled the propagation of the farming economy by a process of ‘demic diffusion’. Although this was soon criticized by Zvelebil & Zvelebil (1988; 1990) in its application to the European case, and with some justice, as an oversimplification, the basic notion of the arrival of Proto-Indo-European speech in Europe with the coming of farming has nonetheless been widely accepted (Zvelebil 1995). At the same time, the notion of a single Proto-Indo-European dispersal was seen by many linguists as too simple a hypothesis to account for the complexity of the relationships among the various sub-families of the Indo-European language family, well illustrated for instance by Raimo Anttila’s diagram (Anttila 1989) of isoglosses. Both objections were valid. They are discussed further below.

In retrospect, then, Archaeology and Language suffered from two principal defects (among other deficiencies). In the first place, it laid too much store by the ‘demic diffusion’ model of Ammerman & Cavalli-Sforza and not enough on the phenomenon of contact-induced language change. Ironically perhaps it is the application of molecular genetics which has given new insights into the limited extent to which demic diffusion took place (see below). And

from the Pontic steppes. It invited instead the formulation of an alternative theory.

The quest for some radical change in European prehistory with more convincing explanatory power than was offered by the alleged coming of the mounted warrior nomads was influenced by the clear picture on farming origins outlined for instance by Piggott (1965, 57, fig. 26) as seen in Figure 1. This was supported by the striking patterning for the chronology of the dispersal of farming in Europe (seen in Fig. 2) established on the basis of radiocarbon determinations by Grahame Clark (1965, 46). I therefore proposed (Renfrew 1973a) that the spread of farming to Europe from Anatolia was the principal agency responsible for the arrival and dispersal of Proto-Indo-European speech. If this proposal were accepted it would follow that the ‘homeland’ for the original Proto-Indo-European language would be situated somewhere in south-central Anatolia (where James Mellaart had been making striking Early Neolithic discoveries) and that the arrival of Proto-Indo-European speech into Europe from Anatolia could be dated using the available chronology for the coming of farming to around 7000 BC.

In developing the farming dispersal thesis for Indo-European into a more comprehensive statement in Archaeology and Language (Renfrew 1987), I uti-
secondly it did not sufficiently deal with the complexity of the further developments of the Indo-European languages in the long time span after the initial Proto-Indo-European spread, with local convergence (or advergence) effects responsible for the formation of some of the sub-families (see now Renfrew 1999). But it did, perhaps for the first time in the context of recent discussions, establish two principles or processes which turn out to be applicable on a much wider canvas than that of prehistoric Europe. The first is the creation or at least the foundation of a language family not through some long-distance tribal migration (like that of the legendary mounted warrior-nomads) but through a spread phenomenon which may be seen as the result of an intelligible economic and demographic process (on the subsistence/demography model). In this case the spread of farming — a prime case of what Dixon (1997), following Stephen Jay Gould, was later to term a ‘punctuation’, leading to the formation of what Johanna Nichols (1992) was to name as a linguistic ‘spread zone’.

The second principle is a matter of time depth. Hitherto, historical linguists have in general come to employ what the archaeologist would term a ‘short chronology’, with a time depth for language families of often just five or six thousand years before the present. But many of the decisive demographic processes in world history are climate-related, either the direct consequence of such phenomena as the end of the Late Glacial Maximum or the end of the Pleistocene period, or the indirect consequence, dependent for instance upon the origins of farming, a process which is now viewed in most parts of the world as initiated by those climatic events but slower to develop in some areas. By establishing a date as early as 7000 BC for the first spread of a Proto-Indo-European language (or at least by seeking to do so) it became possible to view the origins of language families within a time-frame linked to the end of the Pleistocene period which allowed such global changes to be regarded as relevant to the issue. This is a principle which, for instance, Nettle (1999a) has used to very good effect.

It was the publication of Merritt Ruhlen’s very clear survey A Guide to the World’s Languages (Ruhlen 1991) which opened the way for the employment of the same principles, using explicit models (Renfrew 1989a) for language change. The wider application of the language/farming dispersal model, first in Eurasia (Renfrew 1991) and then much more widely (Renfrew 1992b; 1996), suggested a global solution to the problem of the spatial distribution of the world’s languages, although one which at first presents a number of problems, particularly linguistic ones. It is noteworthy that over the same period Peter Bellwood, working in the Pacific, first with the Polynesian and then with the wider Austronesian language families, reached similar conclusions on the relationship between the dispersals of languages and of agriculture (Bellwood 1989; 1991) in the genesis of language family distributions. He has subsequently generalized these to a world level (Bellwood 1996; 1997).

The third strand in this interdisciplinary scene is the application of molecular genetics, in which Luca Cavalli-Sforza (Cavalli-Sforza et al. 1988; 1994) has been a pioneer, and where the pace of new research is extraordinarily rapid. I concluded a review of these matters in 1991 by predicting the emergence of a ‘new synthesis’ between historical linguistics, prehistoric archaeology and molecular genetics (Renfrew 1991, 20). These circumstances form the background to the present enquiry. Matters are made more interesting by a number of developments in historical linguistics offering greater insights into processes of language change. There is also the vexed question of so-called linguistic phyla or macrofamilies (such as ‘Nostratic’ and ‘Sino-Caucasian’) which, if their validity could reliably be established, would have considerable significance for our understanding of prehistory. For instance, the current distributions of the languages comprising the constituent language families of the hypothetical Nostratic macrofamily (including the Indo-European languages) could plausibly be explained by the wider application of the farming/language dispersal model (Renfrew 1991). But, as we shall see, the current status of such macrofamilies is problematic. There is also the potential application of the techniques of molecular genetics to linguistic problems through the mediating concept of population demography.

It was in the light of this very complex situation that it seemed appropriate to use the resources of the McDonald Institute (whose founder Dr D.M. McDonald was first led to visit the Department of Archaeology in Cambridge in 1988 through his interest in the issues raised in Archaeology and Language), and to enlist the support of the Sloan Foundation to examine some of these problems through the ‘Prehistory of Languages’ project.

On knowability

At first sight the suggestion of investigating the prehistory of languages may seem like following a will of the wisp. For if past languages are recorded only
though the medium of writing, first developed in western Asia and in Egypt in the fourth millennium BC and considerably later elsewhere, how could one hope to consider linguistic events prior to that date? Fortunately the well-established discipline of historical linguistics can supply at least a partial answer to that question. It does so through the concept of the language family, established already in 1786 by Sir William Jones (1807). He indicated, with reference to what is now termed the Indo-European language family, that there were a number of related languages (Greek, Latin, Sanskrit) and sub-families (Celtic, Germanic) which must be ‘sprung from some common source’, thereby implying both the notion of an earlier proto-language (such as Proto-Indo-European) and an original homeland. Such concepts are now basic to the discipline of historical linguistics and any history of the discipline will indicate how the Neogrammarians of the nineteenth and early twentieth centuries, notably Brugmann, established the principles of linguistic reconstruction (e.g. Durie & Ross 1996, ch. 1) with an understanding of regularities in sound change (phonology) and systematic modifications in word forms and syntax (morphology), accompanied by word loss and innovation in vocabulary (lexical change). The reconstruction of the hypothetical proto-language can thus be undertaken, and confidence is gained in the method, for instance when other languages are discovered which may be recognized as belonging to the same family and conforming with comparable principles in their inferred descent from the reconstructed proto-language.

It is therefore not a vain question to enquire, using the techniques of archaeology, what material traces may have been left by the speakers of these various languages both in the regions where they are recorded as having been spoken, and in the inferred homeland area. There is a long history of such researches, not least in the field of Indo-European studies (Mallory 1973). The matter is of considerable interest to archaeologists as well as to linguists, since many archaeological conclusions are based on broad statements about such issues as the ‘coming of the Celts’ or the arrival of the first Indo-European speakers (Schrader 1890; Childe 1926). Comparable issues emerge in every part of the world in relation to the relevant languages (e.g. McConvell & Evans 1997; Blench & Spriggs 1997; 1998; 1999a,b).

The relationship between archaeological and linguistic data has, however, always been a difficult one. The old equation, established by Childe (1929), between an archaeological culture, a people and a language is no longer directly acceptable (Renfrew 1989a). Moreover, while material cultural remains can be dated with considerable precision by such techniques as radiocarbon dating, linguistic events are more difficult to date (Renfrew et al. in press). And when the data from molecular genetics are brought into play, the situation becomes even more complicated (Cavalli-Sforza et al. 1994; Renfrew 1992a).

The matter has become more acute recently with the postulation of such macrofamilies as ‘Nostratic’ (Dolgopolosky 1998) and ‘Amerind’ (Greenberg 1987) or indeed ‘Sino-Caucasian’ (Starostin 1989). It is fair to say that these have been met with scepticism by the majority of historical linguists. But this has brought more directly to the fore the question as to how one should evaluate such proposals. How can one know?

Of course there is nothing inherently unfamiliar in the notion of making verifiable statements about events in the past which can themselves obviously no longer directly be observed. Historical linguistics and prehistoric archaeology are not alone in dealing with processes and events which are now not directly observable owing to the passage of time. Such is the case, of course, with palaeontology and with cosmology. The relevant deciding test, it is widely felt, is that which applies to all statements in the domain of the sciences, namely the Popperian criterion of testability or falsifiability (Bell 1994). But to say this certainly does not solve the problem, when it is not clear by what means a particular proposition may be subjected to testing.

In this field it seems at first sight difficult to formulate generally applicable criteria (McMahon & McMahon 1995; Sims-Williams 1998). Certainly there are cases where a probabilistic approach may be employed, and where it may validly be asked whether claims of significant patterning used to support a hypothesis in fact amount to anything more than configurations which might equally have arisen by chance (e.g. Ringe 1996; 1999). But this approach is more difficult to apply than might at first appear to be the case. For experience shows that in the development of any discipline, new configurations begin to emerge which are not at first clear, and which are sometimes at first contradicted by counter-examples. Often it is not easy to formulate the precise proposition which it is desired to test. One wonders, for example, whether the statistical tests proposed by Ringe (1996) would admit Albanian, Armenian, Tocharian and Sinhalese to the same language family, while few linguists today would doubt that all belong to the Indo-European family.
Sometimes theoretical criteria do not well supply the answer, and it may transpire that the proof of the pudding is in the eating. The criteria may then need subtly to be modified. The task of the Prehistory of Languages project has therefore been to address a number of current issues, seeking the support of a body of scholars with a wide range of opinions, and to see what emerges. The wider aim, however, must be to establish a number of general principles relating language change to demographic, social and economic change. If such principles could be established and supported by a number of well-understood cases, they might be of great value in elucidating other cases which are not yet clear. It is therefore not simply the falsification (or validation) procedure which counts: it is also the undertaking of proposing regularities and hypotheses which are open to further investigation. Recent developments in historical linguistics offer hope that this process is now under way.

**Recent developments in historical linguistics**

The enhanced level of self-awareness in the field of historical linguistics is well documented by the spate of recent overviews or textbooks to complement such earlier works as those of Hock (1986) and Anttila (1989), including such useful texts as those of McMahon (1994), Fox (1995), Lass (1997) and Campbell (1998) and the valuable collected work edited by Durie & Ross (1996).

More controversial, but of particular interest to the archaeologist because of the very great time depths which she contemplates, is *Linguistic Diversity in Space and Time* by Johanna Nichols (1992). Here she does not dispute the widely-held view among historical linguists that genetic (i.e. familial) relationships cannot, employing the standard comparative method, be observed between languages which became separated more than about 8000 years ago. As she puts it (Nichols 1992, 313):

> Standard comparative method, then, requires accidence of grammar and such things as shared arbitrary lexical categorization as evidence for an initial assumption of relatedness . . . it reconstructs not only a sound system and a lexicon but also a grammatical system which is an individual and not a type. The diagnostic kinds of accidence apparently persist in genetic groups only for a few millennia, and dissipate entirely after about 8000 years.

Instead she advocates a population typology approach using what she terms stable structural features (such as the presence of head/dependent marking, dominant alignment, complexity, word order, voice, etc.) and evaluates the frequencies of such features in broad geographic areas, claiming to draw therefrom conclusions about language dispersals going back to a very much greater time depth, as far as 30,000 years ago. For non-linguists, such as myself, her work presents difficulties — for the non-initiate such concepts as ergativity (see Dixon 1994) are taxing — and it is perhaps for that reason that her work has not been more widely discussed. There is no doubt, however, that on occasion she makes sweeping assumptions which are certainly open to question (e.g. Nichols 1997). For this reason the sustained criticism by Nettle (1999b) of her views on the date of the first colonization of the Americas is of particular interest. However, while some of the historical assumptions may be dubious, and her historical conclusions perhaps should be treated with caution until there has been a fuller evaluation, there is no doubt that her pioneering approach of population typology is one of the most interesting developments of recent years, and one whose further (and perhaps more cautious) application is likely to bring very fruitful results.

From the standpoint of the archaeologist, however, the most promising development in historical linguistics in recent years is a new willingness among some linguists to relate linguistic change to changes taking place also in the material world (the archaeologist is almost tempted to say the ‘real world’), including economic, social and demographic changes. For too long, in my view, there has been the assumption in some quarters that language changes by its own rhythms and according to its own rules, quite independently of demographic or social factors. Several recent works have decisively broken that traditional mould. Among them is Christopher Ehret’s *An African Classical Age* (Ehret 1998) where the linguistic history of Africa is related to the social and economic transformations which have taken place there over the past ten thousand years or so (although it should be noted that his view of the origins of the Afroasiatic language family differs significantly from that recently advanced by Diakonoff (1998)).

Perhaps yet more significant, because framed in more general terms, are two refreshing works which will perhaps open a new chapter in historical linguistics, and in particular in the understanding of linguistic change in relation to demographic and social change, and hence potentially to the archaeological record. The first of these is Daniel Nettle’s...
Linguistic Diversity (Nettle 1999a), in which, in keeping with recent archaeological work, especially in relation to hunter-gatherers (Binford 1999), he puts great weight upon demographic factors. In his treatment of patterns in space and his willingness to quantify he owes much to the earlier work of Nichols (1992), but his approach is anthropological as well as linguistic, situated very much in the ‘real world’ of the anthropologist as well as that of the historical linguist. It is self-evident to him that the dynamics of linguistic change are very different in the case of hunter-gatherers (typically with a population density of about one person per ten square kilometres) from that of subsistence farmers (often with a population density of ten persons per square kilometre — thus greater by up to two orders of magnitude). His treatment of phylogenetic diversity (Nettle 1999a, ch. 6) seems compelling, and an example of his thinking is seen in Figure 3.

Nettle argues (1999a, 121) that when humans first moved into a new area there would be a great variety of available geographical niches and the population would fission repeatedly and often. The newly split languages would go on changing until they were sufficiently different to be identified as different language families. On his diagram he allows about 10,000 years before divergence has proceeded so far as to produce different language families (no longer recognizable as genetically related) and about 20,000 years for the completion of this process. But he then follows Trubetzkoy and Dixon’s convergence approach (see below) and predicts a decrease in the number of apparent language families. This could happen through extinction, as some peoples absorbed others or through large scale areal convergence on certain linguistic items, which makes it difficult for subsequent linguists to identify the stock boundaries. In effect, newer (and larger) family units would be produced though convergence effects, with a consequent reduction in the total number of language families in the area.

As noted earlier, Nettle’s approach differs markedly from that of Nichols, who assumes a continuing linear increase with time in the number of language families or stocks within a given area. The controversy, then, is not simply about the date of first colonization of the Americas, currently much disputed, but rather one of a conflict of methodologies, both of which have much to offer to the more traditional brand of historical linguistics.

Another refreshing, if again controversial work, is R.M. Dixon’s The Rise and Fall of Languages (Dixon 1997). Here Dixon in a sense takes a path already indicated by an earlier and influential study by Thomason & Kaufman (1988) and earlier by Trubetzkoy (1939), in that he lays emphasis upon convergence processes, whereas the traditional comparative method thinks mainly in terms of divergence and family trees, with the ‘wave model’ for linguistic change (in a sense a convergence model) very much in second place. He summarizes his position, inspired by the punctuated equilibrium model in biology, very clearly (Dixon 1997, 3):

Over most of human history there has been an equilibrium situation. In a given geographical area there would have been a number of political groups, of similar size and organisation, with no one group having undue prestige over the others. Each would have spoken its own language or dialect. They would have constituted a long-term linguistic area, with the languages existing in a state of equilibrium... Then the equilibrium would be punctuated and drastic changes would occur. The
punctuation may be due to natural causes such as drought or flooding; or to the invention of a new tool or weapon; or to the development of agriculture; or of boats, with movement into new territories; or to the development of secular or religious imperialism. These punctuations to the state of equilibrium are likely to trigger dramatic changes within languages and between languages. They give rise to expansion and split of people and of languages. It is during a period of punctuation — which will be brief in comparison with the eras of equilibrium that precede and follow — that the family tree model applies.

The book develops this thesis in greater detail, and emphasizes that what appear to be language families can emerge not only as a result of a punctuation and population dispersal (where the family tree model of the standard comparative method applies) but also as the consequence of long-term convergence resulting in equilibrium. Here there is no family tree, and no single proto-language, and the standard Neogrammarian methods of linguistic reconstruction do not apply. He applies this convergence model specifically to the case of the Pama-Nyungan language family of Australia. This has been a bone of contention in Australian linguistics for some years, and several attempts have been made, following the standard dispersal/family-tree model, to find a homeland for a postulated proto-Pama-Nyungan language and to elucidate the mechanism of its dispersal in material (and archaeological) terms (McConvell & Evans 1997). In Dixon’s view such an effort is wasted on language families of his equilibrium type, being applicable only with language families (such as Indo-European) which can be shown to belong to the punctuation/family-tree type.

What is refreshing here is not only the greater prominence given to convergence models and the recognition that the family tree model of the standard comparative method may not always apply, but also the willingness to introduce historical processes, tangible material processes (floods, development of agriculture, imperialism), into the linguistic discussion. This, as we have seen, is what Nettle also does, but what many linguists, including Nichols, have generally failed to do.

These approaches, both the development of new patterns of linguistic analysis (by Nichols (1992), by Thomason & Kaufman (1988), by Ross (1996; 1997) and by Tryon (1999)), and the introduction of an interplay between linguistic and more material factors (demography, economy) by authors such as Nettle and Dixon, open up new avenues for the study of the prehistory of languages.

It certainly cannot be claimed that our Prehistory of Languages project has yet made any significant contribution to these developments in historical linguistics, which have been under way for at least a decade. But the attempt to bring together prehistoric archaeology and historical linguistics in a new way, and the emphasis upon the impact of agriculture in my Archaeology and Language and in the early work of Peter Bellwood, did perhaps lead to a new willingness among archaeologists to contemplate linguistic issues. Since the excesses of the German National Socialists before and during the Second World War, with their fantasies of Aryan supremacy, there had been a general and understandable reluctance to discuss such long-standing issues as the Indo-European question, with Marija Gimbutas (Gimbutas 1973; 1997) an exceptional and notable pioneer. Over the past decade, however, there has been a new willingness to discuss such matters, exemplified by the four-volume collective work also entitled Archaeology and Language published in the aftermath of the Third World Archaeological Congress held in New Delhi in December 1994, where a major session on that theme was organized by Roger Blench, Matthew Spriggs and myself (Blench & Spriggs 1997; 1998; 1999a,b). Durie & Ross (1996, 10) incorporate the language/farming model into their thinking, as indeed does Nettle, who with his reference to the ‘Palaeolithic equilibrium’, the ‘Neolithic punctuation’ and the ‘Neolithic aftershock’ (Nettle 1999a, 100–107) utilizes also the terminology of Dixon. Dixon himself, although his published acknowledgement of Archaeology and Language is scarcely fulsome (’Renfrew . . . has an agile mind but lacks an appropriate training in the methodology of historical linguistics for his work to constitute a linguistically significant contribution’: Dixon 1997, 48n), was earlier kind enough to write after my visit to the Australian National University in Canberra and my Mulvaney Lecture delivered there in August 1993 saying that my reference in it to the convergence model of Trubetzkoy (1939) had been helpful in the development of his ideas (Dixon, in lit.). And indeed the model of the gradual convergence of initially independent languages to form a new language family as conceived by Trubetzkoy (see also Renfrew 1987, 108–9) does clearly anticipate aspects of Dixon’s work, even though its application to the Indo-European case has always provoked the disapproval of historical linguists (e.g. Dolgopolosky, in Renfrew 1991, 9).

Moreover, while Dixon is correct in remarking that I am not a linguist, and in that observation he is
in good company (viz. ‘Renfrew’s erudition in linguistics is insufficient’: Diakonoff 1988, 79), perhaps it is not unduly polemical in reply to point out that the two central points in the passages by Dixon quoted here (on language displacement ‘punctuations’ following either the subsistence / demography or élite dominance models, and on time depth) were both anticipated ten years earlier in Archaeology and Language (Renfrew 1987, 121–37, and 165–8 respectively).

There is much work which remains to be undertaken in the discussion of convergence processes, which are evidently in action all the time when related languages have become isolated from each other. Strictly speaking, the notion of convergence generally applies to languages which are not themselves genetically related. But a very common phenomenon is the comparable processes of mutual influence when two separate languages, which are in fact genetically related through descent from a common ancestor, occupy adjacent territories and continue to interact. In such a case it may be preferable to speak of advergence, and this process would appear to play a major role in the formation of the sub-families of which many language families are composed. In the Indo-European case, for instance, the Celtic sub-family may be less the product of a further punctuation episode from a notional proto-Celtic homeland than the result of advergence processes between different dialects of the early form of Proto-Indo-European which was spoken in north-western Europe after its initial spread. Such issues, which may underlie the internal structure of many language families, deserve closer attention.

The essential point, however, is that there is a new spirit abroad in the field of historical linguistics which indeed fulfils some of the earlier aspirations of sociolinguistics but on a wider scale, both spatially and temporally. New models are being developed, and new ways found of making linguistic data relate to those of prehistoric archaeology and even of molecular genetics.

**Time depth**

One of the principal obstacles to progress in seeking a rapprochement between the data of archaeology and those of historical linguistics has been that the two disciplines often use differing timescales. The timescales of prehistoric archaeology suffered acute dislocation a quarter of a century ago, when the impact of the tree-ring calibration of radiocarbon dating was acutely felt in some areas (Renfrew 1973b) with a readjustment of ages by as much as 2000 years. Timescales in historical linguistics are naturally constructed with very different assumptions, and it is sometimes difficult to establish just what these are. Certainly most linguists reject the system of ‘glottochronology’ as originally applied by Swadesh (1960; 1972), and appear rather to extrapolate back from the well-dated development of the Romance languages from late Latin, or perhaps that of the Semitic languages from Old Akkadian. In some cases, however, an assumed chronology for the development of the Indo-European languages from Proto-Indo-European is used as a basis for further comparisons, when in fact the Indo-European chronology in question depends on a view of Indo-European origins which can scarcely be regarded as securely established (Mallory 1989).

Moreover it is common in historical linguistics to assume some specific chronological threshold beyond which the techniques of the comparative method cannot penetrate. We have seen above how Joanna Nichols felt able to pronounce a time limit of 8000 years. Similarly Ringe (1995, 72) has written:

> If after ten millennia or twelve (or whatever the threshold is exactly) the similarities between diverging languages of common origin become indistinguishable from similarities which could have arisen by random chance, language relationships at that and greater time depths simply cannot be posited by scientific linguists . . .

but the scientific basis for this threshold has not been established. Kaufman & Golla (2000, 47) have similarly written: ‘The possibility of establishing a genetic grouping requires . . . that the relationship is not older than 8000–10,000 years before the earliest date at which the languages are documented.’ It should be noted, however, that for languages which are documented in writing at an early date, such as the earliest known Indo-European or Semitic languages, this ruling may permit a time depth of more than 14,000 years before the present.

It is not generally clear upon what principles such observations rest, although in the case of Kaufman & Golla they explicitly acknowledge the use of a form of glottochronological reasoning. The point has been made trenchantly by Dixon (1997, 47–9):

> What has always filled me with wonder is the assurance with which many historical linguists assign a date to their reconstructed proto-language. (And these are, by and large, people who firmly reject the glib formulas of glottochronology.) We are told that proto-Indo-European was spoken about 6000 years ago. What is known with a fair degree of certainty is the time between proto-Indo-
Aryan and the modern Indo-Aryan languages — something of the order of 3000 years. But how can anyone tell that the development from proto-Indo-European to proto-Indo-Aryan took another 3000 years... Why couldn’t proto-Indo-European have been spoken about 10,500 years ago? This would correlate with a major socio-economic development, the introduction of agriculture, which archaeologists date at about 10,000 bp for this part of the world... Surely the only really honest answer to questions about dating a proto-language is ‘We don’t know’.

The received opinion of a date of around 6000 bp for proto-Indo-European — with dates for other proto-languages being calibrated on this scale — is an ingrained one. I have found this a difficult matter to get specialists even to discuss. Yet it does seem to be a house of cards (reinforced, at one time, by the chimera of glottochronology). This is a question that demands careful re-examination with a full range of possibilities being discussed and compared.

Such considerations as these led to the Symposium held within the framework of the Prehistory of Languages project at the McDonald Institute in August 1999 on the topic ‘Time Depth in Historical Linguistics’, with the aim of reviewing these issues, drawing upon as wide a range of linguistic scholarship as possible. The papers, which were precirculated, are now being prepared for publication (Renfrew et al. in press). Although many different standpoints were expressed it was agreed that chronological evaluation is difficult for periods before language was recorded in writing. The lexicostatistical approach advocated by Starostin, which differs in a number of respects from the earlier glottochronological methods of Swadesh, attracted widespread interest (Starostin in press). One essential point is that some words in a language may be more stable (i.e. resistant to decay) than others, and that any valid method for evaluating age or date must take note of this factor.

Most speakers were in agreement that it is difficult to proclaim any precise time threshold, but also the point made in a number of papers by Ringe and others that there is a certain level of noise through time, by the chimera of glottochronology). This is a question that demands careful re-examination with a full range of possibilities being discussed and compared.

The Symposium certainly succeeded in bringing questionable assumptions to the fore, and in recognizing the considerable problems involved in establishing reliable chronologies on the basis of linguistic data alone. My own view is that the scepticism of Dixon is well warranted, but that the approaches of Starostin and of Nichols hold considerable promise for future progress. It would also appear that most of the obstacles which formerly seemed to prohibit a time depth of the order of 8000–10,000 years for such language families as Indo-European or Afroasiatic have now been removed. That does not, however, imply that greater time depths than those formerly accepted have been established: simply that they are no longer prohibited as a matter of principle.

Trouble with macrofamilies

The question of the validity or otherwise of linguistic macrofamilies has so far been one of the principal foci of the Prehistory of Languages project. The concept of the linguistic phylum or macrofamily is most familiar in the West from the work of Joseph Greenberg, and in the first place through his division of the languages of Africa (Greenberg 1963) into four major linguistic phyla: Afroasiatic, Niger-Kordofanian, Nilo-Saharan and Khoisan. This division met with quite widespread acceptance, although some commentators have subsequently questioned whether the Khoisan macrofamily represents a real cladistic grouping (i.e. one with common ancestry) or is merely an area grouping (of languages situated in proximity, without genetic relationship, but perhaps showing similarities due to convergence effects). The status of Nilo-Saharan has also been questioned.

In Russia, Vladislav Illicˇ-Svitycˇ was from 1967 publishing papers, and from 1971 to 1984 his dictionary in three volumes (see Illicˇ-Svitycˇ 1989; 1990) was devoted to the Nostratic macrofamily, a concept first adumbrated by the Danish linguist Holger Pedersen (1931). Aharon Dolgopolksky was, at much the same time, working along comparable lines (Dolgopolsky 1973). The Nostratic macrofamily, as formulated by Illicˇ-Svitycˇ and Dolgopolksky, is a broad grouping comprising the Indo-European, Afroasiatic, Kartvelian, Uralic, Altaic and Dravidian language families. Work along broadly similar lines has been undertaken by Greenberg, well summarized by Ruhlen in his 1991 postscript to A Guide to the World’s Languages (Ruhlen 1991, 383–5) and the publication of Greenberg’s magnum opus on this subject is awaited (Greenberg in press). Other proposed
macrofamilies are Sino-Caucasian (Starostin 1989) and Austric (Blust 1996), involving several language families of southeast Asia and the Pacific. By far the most controversial work of this kind, however, has been Greenberg’s *Languages in the Americas* (Greenberg 1987) which has elicited a storm of protest from Americanist linguists.

It is not easy for a non-linguist to assess such matters, but their archaeological significance, if they were established as valid, would be considerable. Some years ago (Renfrew 1991), I pointed out how the distributions of some of the language families in the Nostratic macrofamily (Indo-European, Afroasiatic, Altaic and Dravidian) might all be regarded as the result of farming dispersal processes from the relevant areas of Western Asia. Comparable suggestions have been made suggesting a possible relationship between the distribution of the language families comprising the Austric macrofamily and the dissemination of rice agriculture (Higham 1996). These correlations would be of considerable interest to the archaeologist if the validity of the relevant classifications were accepted.

Although the principal conclusions of Joseph Greenberg’s *Languages in the Americas* (Greenberg 1987) have not been accepted by the majority of linguists, his suggestion of three waves of colonization of the Americas, corresponding to the speakers of his three American macrofamilies (Amerind, Na-Dene and Eskimo-Aleut) has found some support from anthropologists (Greenberg et al. 1986) and from some molecular geneticists (e.g. Torroni et al. 1992; 1994).

The debate on these matters among linguists has been loud, even unseemly. Dixon is scornful both of the Russian Nostratic work and of Greenberg’s ‘Amerind’ proposal, remarking tartly of this and Greenberg’s earlier African work (Dixon 1997, 35): ‘It is also rather like the clock that strikes thirteen — not only is it implausible in itself but it casts doubt on all that has gone before.’ Lass (1997, 162 n. 76) carries such criticism beyond the usual confines of academic discourse in commenting upon an article in *Scientific American* by Greenberg & Ruhlen (1992): ‘This article is now part of a long and rather disgusting debate, conducted in part in the lay press, and characterized by unifying *ad hominem* attacks upon the anti-Greenberg camp, a particularly cheap and nasty specimen appeared in the prestigious *Atlantic Monthly*.’ Since I had myself suggested to the editor of *Scientific American*, following publication there of an article of my own (Renfrew 1989b), that he might find profitable a contribution by Greenberg or by Ruhlen on this interesting macrofamily question, I find myself slightly disconcerted by the vehemence of these remarks.

In order to form our own independent perspective upon these matters we invited Aharon Dolgopolsky, who is now resident in Israel, to deliver a seminar on the Nostratic hypothesis at the McDonald Institute. Following the success of that occasion we invited him to prepare a longer paper which was then published (Dolgopolsky 1998) in preparation for a more ambitious Symposium. This was duly held with precirculated papers in July 1998, and these have now been published under the title *Nostratic: Examining a Linguistic Macrofamily* (Renfrew & Nettle 1999) within the framework of the Prehistory of Languages project and with the support of the Sloan Foundation. As the reader may judge, the advocates of the Nostratic hypothesis adduced much detailed material. But the critics gently made the point that the accumulation of lexical examples may well not be conclusive until a quantitative analysis can be undertaken to exclude the possibility that the number of resemblances exceeds by a significant factor that which might have arisen through chance. What is still lacking is a more comprehensive morphological analysis, to show that the specific morphological features of the proto-language are inherited, albeit with modifications, in the daughter language families. My own assessment (for what it is worth) is that the case remains not proven, and I was impressed that a number of experienced linguists who are not in the Nostratic camp also feel that the matter is not yet resolved. The McDonald Institute is hoping to publish Aharon Dolgopolsky’s forthcoming *Nostratic Dictionary* in the near future, and along with the forthcoming publication of Greenberg’s Eurasian volume (Greenberg in press), this should offer scope for further assessment.

Sergei Starostin has agreed to produce a major introductory paper on the Sino-Caucasian hypothesis, of which he is the principal architect, and it is our hope to publish that as a preliminary to a further Symposium within the framework of our Project, which should in turn lead to a further publication. As the distinguished Russian linguist the late Igor Diakonoff (1990, 62) remarked: ‘According to Starostin, the Caucasian languages are related to the Ket on the Yennissey River and to Sino-Tibetan. This seems to be rather a mad statement, but coming from a linguist of the stature of Starostin, cannot be just disregarded.’ It is indeed difficult to imagine what the archaeological reality underlying a Sino-Caucasian language family might be, were the hypothesis to find acceptance, although Cavalli-Sforza
place much reliance upon the macrofamily concept, would be imprudent at present for archaeologists to observe (or on the specific macrofamilies which have been coherently argued. To the outside observer, the evidence adduced by Greenberg and Ruhlen on the one hand, and by Illič-Svityč and Dolgopolsky on the other is cumulatively impressive. But the critics of the macrofamily concept are at their most effective when they are least shrill. It is the willingness of a number of internationally known historical linguists to sit down for a weekend and spell out their objections to the Nostratic hypothesis in a measured manner which I have found particularly impressive (rather than the polemic of more assertive critics), and it is not easy to set their scepticism aside. The arguments of Ringe (1995) that he was unable to verify the validity of the Nostratic hypothesis using a probabilistic approach do carry weight. Yet at the same time there are many cases in the history of science where pattern recognition is at first very difficult, and where uncertain and initially unverifiable hypotheses come later, through new developments, to be substantiated. There are moments when it appears that the ‘multilateral comparison’ method of Greenberg may sometimes elicit in outline patterns which are not yet open to documentation by the more rigorous procedures of the comparative method. However this may prove to be an erroneous impression. Moreover, even if it were to prove justified, it does not preclude the possibility that the Greenbergian method of multilateral comparison might give valid answers in some cases (perhaps the ‘easy’ ones, such as the Indo-European language family) and erroneous ones in others. These matters may become clearer over the next few years.

I look forward to learning more about the Sino-Caucasian and Austric hypotheses, and to hearing them debated by competent historical linguists. Meanwhile I believe that prehistoric archaeologists would be wise to regard all these macrofamilial claims as interesting and promising hypotheses, but for the present not as much more than that. In what follows I shall deliberately try to put the macrofamily hypothesis on ‘hold’, and to deal only with generally accepted language families. Thus if reference is made to ‘Amerind’ it will employ that term to mean Native American languages other than the Na-Dene and Eskimo-Aleut families, using it to designate an area group of languages without any implications of genetic relationship. The same observation holds for the designation ‘Indo-Pacific’ applied to the languages of New Guinea. The terms ‘Nostratic’, ‘Eurasianic’ and ‘Austric’ will be avoided. It should also be borne in mind that the ‘Altaic’ language family is not everywhere regarded as a valid entity in

(Cavalli-Sforza & Cavalli-Sforza 1996, 184) has published a map, suggesting a pre-Nostratic linguistic unity over much of northern Eurasia, following the views of John Bengtson, who would seek to relate Basque and possibly Sumerian to the Sino-Caucasian macrofamily, to which the Na-Dene languages of North America would also be linked. But this is running before one can walk, and a proper evaluation of the Sino-Caucasian hypothesis must surely precede the inclusion of these other elements. So far, the hypothesis rests largely upon the work of Starostin, most of it published in Russian, and awaits a systematic and wider evaluation.

Turning once more to the Amerind controversy, there was opportunity to make some evaluations at first hand during a Symposium held in September 1998 at the McDonald Institute, again under the aegis of the Prehistory of Languages Project, when geneticists and linguists met to discuss the theme of molecular genetic variation at the local level (‘population-specific polymorphism’). This phenomenon has been most intensively studied in Mesoamerica and South America, and the meeting inevitably discussed also the status of the proposed ‘Amerind’ macrofamily. The two linguistic papers offered, by Terrence Kaufman and Victor Golla, were critical of the concept. Merritt Ruhlen, in his role of Greenberg’s principal advocate naturally supported it with lucid arguments, whereas Don Ringe was critical on carefully argued probabilistic grounds. I myself suggested that the molecular genetic evidence, while it might support Greenberg’s insistence on the significance of the Na-Dene language family, was essentially neutral on the Amerind issue. It may not be in doubt that the speakers of languages classed by Greenberg as Amerind arrived earlier in North America than the speakers of Na-Dene or Eskimo-Aleut languages. But that does not in itself give any insight into the issue as to whether the Amerind languages are all genetically related, or whether they represent simply an area classification without genetic significance. The papers in question will be published later this year (Renfrew 2000). My own assessment (again, for what it is worth) is that there is less support for the ‘Amerind’ category among historical linguists than there is for instance for the Nostratic macrofamily, and I am impressed by the reluctance of scholars such as Starostin or Dolgopolsky (who would be classed as ‘lumpers’ rather than as ‘splitters’ by most observers) to endorse it.

My overall conclusion on this theme is that it would be imprudent at present for archaeologists to place much reliance upon the macrofamily concept, or on the specific macrofamilies which have been coherently argued. To the outside observer, the evidence adduced by Greenberg and Ruhlen on the one hand, and by Illič-Svityč and Dolgopolsky on the other is cumulatively impressive. But the critics of the macrofamily concept are at their most effective when they are least shrill. It is the willingness of a number of internationally known historical linguists to sit down for a weekend and spell out their objections to the Nostratic hypothesis in a measured manner which I have found particularly impressive (rather than the polemic of more assertive critics), and it is not easy to set their scepticism aside. The arguments of Ringe (1995) that he was unable to verify the validity of the Nostratic hypothesis using a probabilistic approach do carry weight. Yet at the same time there are many cases in the history of science where pattern recognition is at first very difficult, and where uncertain and initially unverifiable hypotheses come later, through new developments, to be substantiated. There are moments when it appears that the ‘multilateral comparison’ method of Greenberg may sometimes elicit in outline patterns which are not yet open to documentation by the more rigorous procedures of the comparative method. However this may prove to be an erroneous impression. Moreover, even if it were to prove justified, it does not preclude the possibility that the Greenbergian method of multilateral comparison might give valid answers in some cases (perhaps the ‘easy’ ones, such as the Indo-European language family) and erroneous ones in others. These matters may become clearer over the next few years.

I look forward to learning more about the Sino-Caucasian and Austric hypotheses, and to hearing them debated by competent historical linguists. Meanwhile I believe that prehistoric archaeologists would be wise to regard all these macrofamilial claims as interesting and promising hypotheses, but for the present not as much more than that. In what follows I shall deliberately try to put the macrofamily hypothesis on ‘hold’, and to deal only with generally accepted language families. Thus if reference is made to ‘Amerind’ it will employ that term to mean Native American languages other than the Na-Dene and Eskimo-Aleut families, using it to designate an area group of languages without any implications of genetic relationship. The same observation holds for the designation ‘Indo-Pacific’ applied to the languages of New Guinea. The terms ‘Nostratic’, ‘Eurasianic’ and ‘Austric’ will be avoided. It should also be borne in mind that the ‘Altaic’ language family is not everywhere regarded as a valid entity in
the genetic sense, so that it may be more cautious instead to refer to its Turkic, Mongolian and Tungus components. This should, however, be regarded as a benign scepticism: while keeping an open mind on these matters it is for the moment more prudent to avoid using these terms in the subsequent analysis.

The impact of molecular genetics

It is by no means easy to see how to establish equivalences between the data of molecular genetics and those of historical linguistics. Molecular genetics is informative about historical demography, and when language distributions may be regarded as the product of migrations or other demographic events and processes, then progress may be possible. Frequently, however, there are chronological obstacles. For, as we have seen above, linguistic features and events are notoriously difficult to date. Until recently this was precisely the problem for molecular genetics also, although we shall see below that the position is changing, and approximate datings can now be provided in favourable cases using internal molecular genetic evidence. Above all, the pace of progress in molecular genetic research is almost overwhelming, and it is to be predicted that over the next few years there will be further important developments.

In some senses, however, the applications of genetics in archaeology did not get off to an altogether favourable start. Out of three pioneering applications, using (it should be noted) classical genetic markers — blood group and gene frequencies, rather than specific nucleotide sequences as obtained from mitochondrial DNA analyses and the study of Y-chromosome polymorphisms — two have led to questionable claims. In one case the trouble was mainly chronological. In the second it arose from rather doubtful linguistic assumptions. These setbacks have unfortunately, if not surprisingly, resulted in a rather unfavourable reception of molecular genetic procedures among historical linguists (Bateman et al. 1990; McMahon & McMahon 1995; Sims-Williams 1998).

The first case was the production of synthetic maps of human gene frequencies in Europe (Menozzi et al. 1978; see also Cavalli-Sforza et al. 1994, 290) and more particularly their interpretation. Using 38 genes (later increased to 95) assessed at a large number of locations in Europe, they used standard statistical techniques first to calculate genetic distances between the locations and then to configure the data into six principal components. Geographic maps were then prepared for each principal component. Those for principal components 1 and 2 are seen in Figure 4.

These maps are still generally regarded today as an accurate representation of the variability as indicated by the study of classical genetic markers. The difficulty comes with the interpretation. They proposed that the first principal component (representing 28.1 per cent of the variance) with its marked clines from southeast to northwest represented the genetic trace of the demic diffusion process which, as Ammerman & Cavalli-Sforza had suggested (1973), motivated the spread of farming from Anatolia to Europe. The second (representing 22.2 per cent of the variance), with its marked north–south axis, they felt might be temperature-dependent, while the third (representing 10.6 per cent of the variance), with its marked east–west axis, they suggested could be the result of the ‘Kurgan’ migrations seen by Gimbutas (1973) as the process which introduced Proto-Indo-European speech to Europe. The fourth principal component (representing 7.0 per cent of the variance), with its high values in west Anatolia, south Greece and south Italy (with Sicily) they associated with the Greek colonization process in the first millennium BC. The trouble with these ‘explanations’, it has always seemed to me, is that there is no framework of inference for any of them. They are plucked from the air, and used to substantiate whatever seems a convenient theory.

But the difficulty is that these maps, reflecting the current situation (since they are based on samples derived from living populations) represent a palimpsest of all the historical processes and events which have taken place since the first population of Europe by Homo sapiens. As we shall see below, the first principal component may now be attributed more to earlier colonization processes from Anatolia, taking place during the Late Pleistocene period, although the spread of farming may be involved at a subsidiary level. The second principal component, as noted below, may relate to the spread of population north from Iberia after the Late Glacial Maximum in the centuries following 14,000 years ago. The third may rather represent the spread of pastoralism from west to east (since these maps establish axes but not direction), as well as subsequent movements from east to west by Cimmerians, Scythians, Huns, and Mongols, as much as any notional exploits of ‘Kurgan’ warrior nomads. And I have always doubted whether the city-founding colonizations by the Greeks during the Classical period involved sufficiently large migrating populations to count for much in such an analysis — how about the effect of Roman colonization in the Mediterranean during the
Empire instead? So while the patterning is impressive, the explanations adduced fail to carry conviction.

The second piece of work, by Laurent Excoffier and his colleagues (1987, reproduced in Renfrew 1992a, fig. 5), used classical markers (gamma-globulin polymorphisms) sampled from a wide range of African populations, to establish a classificatory tree (dendrogram) for these African groups. These were initially classified, at the sampling stage, according to the language family of the language spoken by each group. The dendrogram resulting from the genetic data yielded a grouping which had the effect of clustering together populations which happened to be speakers of the same language family. So a classification based on gamma-globulin analyses turned out to produce also a classification which was valid in linguistic terms. This seems to me the most effective application so far of genetics to historical linguistics. For the consequence is that the Afroasiatic speakers, the Niger-Kordofanian speakers and the Khoisan speakers are grouped together successfully purely on the basis of the frequencies of varieties of gamma-globulin in the blood. This impressive result has been overlooked by many of those who have criticized the application of genetics to historical linguistics.

The third early case is, however, more problematic. In 1988, Cavalli-

**Figure 4.** Synthetic maps of Europe and western Asia obtained by Menozzi et al. (1978) using (a) the first, (b) second, and (c) third principal components of the variations obtained by the analysis of the gene frequencies of 95 genes (using classical genetic markers). They interpreted the first component map (a) as reflecting the spread of agriculture from Anatolia to Europe. The pattern in map (b) was ascribed to climatic factors, and that in map (c) to the arrival of Indo-European speakers from the east, following the ‘Kurgan’ model of Gimbutas (1973).
Sforza and his colleagues (Cavalli-Sforza et al. 1988) published an analysis which purported to show a very general correlation between genetic and linguistic data pertaining to evolution. Indeed the article was widely interpreted as claiming the co-evolution of genes and of languages, which would be a remarkable result indeed, given the low rate of genetic mutations in humans (of the order of one per 10,000 years) and the high rate of lexical change (estimated by Swadesh in his glottochronological exercise, discussed above, at a word loss of 14 per cent of the total every thousand years). Their diagram is reproduced as Figure 5.

The genetic classification employed here might now be regarded as controversial, and more sensitive approaches are now available using molecular genetic markers, notably mitochondrial DNA (see Cann et al. 1987) and Y-chromosome studies. But the linguistic classification embodies the macrophyletic speculations of Greenberg (Eurasian, Amerind) and of the Russian School (Nostratic) as well as the hypothetical Austroic macrofamily. Moreover the sequence in the listing of populations in the genetic tree (or indeed of the linguistic tree) may legitimately be altered by rotating about any of the nodes in the tree (treating the diagram in effect like a three-dimensional mobile), so that the conjuncture, even accepting the linguistic classification, is in part illusory. The risks involved in using macrofamily categories in this way should be apparent from the last section.

But even if such a conjuncture were established, it would not necessarily say much about genetic and linguistic co-evolution as long-term processes. For that to apply, the languages and the genes would have had to evolve in the same localities over long time periods. But it is clear (as will be further discussed in the next section) that many of the languages involved have had their distributions determined by relatively recent (i.e. over the past 10,000 years) dispersal processes. If these processes were accompanied by a significant degree of gene flow, then the correlations in the diagram would be the result of such dispersals and spatial relocations, without saying anything significant about change (evolution) in either genes or languages. To make these criticisms is not intended to show disrespect for the pioneering work involved in producing such a diagram. Speculation of this kind is the very basis of progress in any discipline. But that does not mean that the conclusions suggested have to be accepted. Nor does the rejection of those conclusions imply any

<table>
<thead>
<tr>
<th>GENETIC TREE</th>
<th>POPULATIONS</th>
<th>LINGUISTIC FAMILIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mbii, Pygmy</td>
<td>Niger-Kordofanian</td>
<td></td>
</tr>
<tr>
<td>W. African</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nilotic</td>
<td>Nilo-Saharan</td>
<td></td>
</tr>
<tr>
<td>San (Bushmen)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethiopian</td>
<td>Khosian</td>
<td></td>
</tr>
<tr>
<td>Berber, N. African</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. W. Asian</td>
<td>Afro-Asiatic</td>
<td></td>
</tr>
<tr>
<td>Iranian</td>
<td>Indo-European</td>
<td></td>
</tr>
<tr>
<td>European</td>
<td>Dravidian</td>
<td></td>
</tr>
<tr>
<td>Sardinian</td>
<td>Uralic-Yukaghir</td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>Sino-Tibetan</td>
<td></td>
</tr>
<tr>
<td>S. E. Indian</td>
<td>Altai</td>
<td></td>
</tr>
<tr>
<td>Lapp</td>
<td>Eskimo-Aleut</td>
<td></td>
</tr>
<tr>
<td>Samoyed</td>
<td>Chukchi-Kamchatkan</td>
<td></td>
</tr>
<tr>
<td>Mongol</td>
<td>Amerind</td>
<td></td>
</tr>
<tr>
<td>Tibetan</td>
<td>Na-Dene</td>
<td></td>
</tr>
<tr>
<td>Korean</td>
<td>Sino-Tibetan</td>
<td></td>
</tr>
<tr>
<td>Japanese</td>
<td>Austronesian</td>
<td></td>
</tr>
<tr>
<td>Ainu</td>
<td>Austroasiatic</td>
<td></td>
</tr>
<tr>
<td>N. Turkic</td>
<td>Dalai</td>
<td></td>
</tr>
<tr>
<td>Eskimo</td>
<td>Austronesian</td>
<td></td>
</tr>
<tr>
<td>Chukchi</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. Amerind</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Amerind</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N. Amerind</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N. W. Amerind</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. Chinese</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mon-Kmer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thai</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indonesian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaysian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Philippine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polynesian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micronesian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Melanesian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Guinean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australian</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. A comparison between genetic (left) and linguistic (right) family trees relating 42 populations of the world. The genetic classification is based upon the analysis of frequencies for 120 alleles for classical (non-DNA polymorphisms) analyzed for several dozen individuals at each locality. The linguistic classification follows that of Ruhlen (1991). (From Cavalli-Sforza et al. 1994.)
general criticism of the application of genetics to historical linguistics. It implies no more than the judgement that in this case the proposed correlation (a) does not work and (b) even if it did would not demonstrate co-evolution.

There is no doubt that there are meaningful correlations between linguistic and genetic data, as studies by Barbujani (1991; 1997; Barbujani & Sokal 1990; Barbujani et al. 1989; 1994) have shown, and as the work by Excoffier and colleagues, noted above, demonstrates. That is not surprising, nor need it necessarily be very informative. Yet the whole field of population-specific polymorphisms is a promising one, and the new work on mitochondrial DNA has shown that many of these issues have been widely debated, and that chronological developments have been particularly informative.

The first modern genetic observations in Europe bearing upon linguistic interpretations were based upon maps of blood group frequencies (Mourant et al. 1976) and specifically upon that of the Rhesus negative gene (see also Renfrew 1992a, fig. 4). This has a particularly high frequency in the Basque area of Spain, and the proposal is an obvious one that either the ‘coming’ of the Basques might be reflected by this high frequency, perhaps indicative of an incoming population, or alternatively that this pattern is, like the Basque language itself, a residual feature of an earlier population which has in some respects been swamped by the arrival of a subsequent Indo-European speaking population (see Cavalli-Sforza 1988). Similar suggestions could be made with regard to the first principal component (PC1) of Cavalli-Sforza and his colleagues seen in Figure 4(a) above. Although these workers have been hesitant in associating the farming ‘demic diffusion’ which they believe to be documented by PC1 with the spread of Proto-Indo-European, at first preferring to follow the Gimbutas theory and associate that spread instead with PC3, other commentators have suggested that the spread of Proto-Indo-European is indeed documented by the PC1 map interpreted as showing the effects of farming dispersal.

The application of mitochondrial DNA analysis has, however, caused a fundamental reappraisal of the situation. The network-joining method of H.-J. Bandelt, which allows the recognition of locally occurring haplotypes and a calculation of the amount of time subsequent to an initial dispersal necessary to allow for the relevant mutations to occur in the area under study (in this case Europe), allowed Richards and his colleagues (Richards et al. 1996) to make the controversial suggestion that the greater part of the mitochondrial DNA variation seen in Europe today derives from colonization episodes taking place during the Late Pleistocene period. They suggested that only a limited proportion, represented by haplogroup J, is to be assigned to a colonization event as recent as 8500 years ago (see Table 1).

More recent work (Sykes 1999) has refined the chronology (see Table 1). And although these findings have been criticized by Cavalli-Sforza & Minch (1997) and by Barbujani et al. (1998), their criticisms have been answered (Richards et al. 1997; Richards & Sykes 1998) and the findings are in general supported by the work of Torroni and his colleagues (Torroni et al. 1998) and through Y-chromosome work also (Malaspina et al. 1998). In addition, the recent paper by Torroni and his colleagues (Torroni et al. 1998) has announced an important new finding: the recognition of a mitochondrial DNA haplogroup, haplogroup V, which apparently originated in the Iberian peninsula some 15,000 years ago. Its subsequent wide dispersal along the Atlantic coast and up to northeastern Europe would be associated with the repopulation of the north European plain after the Late Glacial Maximum in the centuries after 15,000 years ago (Fig. 6), and indeed may underlie the pattern seen in the map of the second principal component of Cavalli-Sforza and his colleagues (Fig. 4b, above).

These findings, and there are others on a similar timescale from other parts of the world, suggest that many of the haplogroup frequencies seen in the world today were determined in large part already during the Late Pleistocene period. In addition, at the extreme north of Eurasia and of America subsequent climate-related population movements will
have had a major impact, for instance upon the Na-Dene and Eskimo-Aleut populations of North America, upon the populations of Siberia and upon the Uralic-speaking populations of northern Europe.

The careful investigation of these matters depends upon precise and well-dated climatic data, which are now becoming available. For northern Europe there is a recent article which sets out the radiocarbon evidence for the late glacial recolonization of northern Europe (Houseley et al. 1997) and for North America the picture is also becoming clearer (Rogers et al. 1990).

These very recent finds open an entire new vista for our understanding of the population history of the world. For it was not widely realized that so much of the demographic history of the Late Pleistocene period is still inscribed in the genetic record of Europe and beyond, as reflected in the genes of present-day populations. In the years ahead it is likely that the archaeological record, controlled by radiocarbon dating, and the molecular genetic record, supported by the internal, network-derived chronology, will be brought into closer and closer adjustment to provide a well-documented demographic history, using Y-chromosome studies (see for instance Santos et al. 1999 for North America and Siberia) as well as mitochondrial DNA. Subsequent population bottlenecks will have determined the population composition for some areas, such as Finland. But in general it may turn out that most post-Pleistocene population events will appear as relatively minor modulations upon the pattern established already in the Late Pleistocene, as the frequency of only 20 per cent for the Neolithic dispersal

<table>
<thead>
<tr>
<th>Component</th>
<th>Dates (yr)</th>
<th>Main associated clusters</th>
<th>Contribution to modern gene pool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neanderthal</td>
<td>300,000</td>
<td>unclassified</td>
<td>0%</td>
</tr>
<tr>
<td>Early Upper Palaeolithic</td>
<td>50,000</td>
<td>U5</td>
<td>10%</td>
</tr>
<tr>
<td>Late Upper Palaeolithic</td>
<td>11,000–14,000</td>
<td>H, V, I, W, T, K</td>
<td>70%</td>
</tr>
<tr>
<td>Neolithic</td>
<td>8500</td>
<td>J (+ more of H, T, K?)</td>
<td>20%</td>
</tr>
</tbody>
</table>
to Europe discussed above suggests.

During September 1999 a Symposium on ‘Human Diversity in Europe and Beyond: Retrospect and Prospect’ (The Third Biennial Euroconference of the European Human Genome Diversity Project) was held by the McDonald Institute and the resulting volume will be published with the aid of the Sloan Foundation (Renfrew & Boyle in prep.). Among the contributions were several bearing upon these issues (e.g. Macaulay 1999). It is only now that detailed sampling is being undertaken in Europe for mitochondrial DNA and Y-chromosome analysis. Although more data are needed, this gives clear support to the view of Zvelebil (1995) that the process of demic diffusion, while it may have been applicable to the Balkans and the Linearbandkeramik culture of the Danube, did not operate so significantly to the west or north of these limits. Beyond that it is more appropriate to think in terms of contact-induced language change with only very limited gene flow. This is one case where the molecular genetic evidence has a significant impact upon our understanding of the language prehistory. Another is the significant frequency in the Orkney Islands of Y chromosomes which may have reached the area from Scandinavia during the first millennium AD, against a background which, like that of Ireland, is otherwise typical for the western Celtic fringe of Europe (see Wilson et al. 1999). This can readily be associated with the Viking presence in Orkney and the complete replacement there of Pictish or Celtic speech by the Orkney Norn, of Scandinavian origin (Marwick 1929).

Reference has not been made here to the use of Ancient DNA which will, in the future, be increasingly informative. Already there have been applications relevant to the colonization of the Americas (Stone & Stoneking 1998; 1999). The most remarkable contribution, however, has been the recovery and analysis of mitochondrial DNA from Neanderthal remains some 40,000 years old (Krings et al. 1997). The findings seem to document clearly that the Neanderthals are not likely to have contributed genetically to the modern population of Europe, nor indeed of other parts of the world.

The big question

A broad picture is now beginning to emerge, from the comparison of the existing archaeological data with the new evidence now becoming available from molecular genetics, of the human population history of the world. For some years the outlines of the story based upon mitochondrial DNA have been becoming clearer (Cann et al. 1987; Torroni et al. 1996), and the picture from Y-chromosome analysis can now at last be discerned (Underhill 1999). Moreover the processes and events can be dated, at least approximately, by the Bandelt network-joining approach, on internal criteria, without reliance on archaeological datings.

In Europe it is now possible to discern several successive phases in the population history:

A. the first sapiens population episode in the Late Pleistocene c. 40,000 years ago;
B. the retreat to southern refugia during the Late Glacial Maximum of c. 18,000 to 15,000 BC;
C. the final Pleistocene from c. 15,000 BC and the retreat of the ice;
D. the Holocene from c. 8000 BC prior to the advent of farming;
E. the advent of farming during the Holocene;
F. demographic processes during the Holocene subsequent to the advent of farming;
(G). the Roman Empire;
(H). post-Roman Europe from c. AD 400.

With the aid of mtDNA and Y-chromosome analysis, a comparable table can be established for any part of the world, although of course phases G and H (the Roman Empire and its aftermath) were an episode local to Europe, North Africa and western Asia. The advent of a farming economy was of course a late development in some areas such as Australia.

The big question, so far as the Prehistory of Languages is concerned, is the extent to which the linguistic history of the world can be related to world population history, as seen in these very broad terms.

For the Americas, one might argue that the first colonization came either during phase A or phase C: that is precisely the controversy currently under way both in the prehistoric archaeology of the Americas and in the debate between Nichols and Nettle in the historical linguistics. Certainly most observers would place the Na-Dene (or proto-Na-Dene) colonization in phase C, and the Eskimo-Aleut arrival in phase D (or possibly in phase C). The development of farming would then be responsible for the spread of certain language families such as the Maya and the Uto-Aztecan in phase E, and political events involving the rise of state society in Mesoamerica and in South America and then the emergence of the Aztec and Inca Empires would relate to phase F.

In Europe one could hypothesize that the demographic events of phases A and C (with D also) established the basis for the Basque language of northern Spain, seen as a relic of what was once a more widely distributed linguistic unit. Following the farming/language dispersal explanation the dis-
tribution of the Indo-European languages of Europe would have been effected during phase E, and those of Iran and India during some elite dominance episode of phase F. Obviously the distribution of the Romance languages would be a product of phase G, while the Germanic and Slavonic expansions (with the intrusion of the non-Indo-European Magyar tongue in Hungary) would be product of phase H.

But these equations in Europe would not all be accepted by the majority of linguists. As we saw earlier, issues of time depth are involved here. This is a decisive question which I first raised in 1987 with reference to Europe. It has been well identified by Dixon (1997) and firmly tackled by Nettle (1999a). It seems that we are close to the nub of the matter of knowability. For, on a pessimistic view, there are no adequate ways of establishing an equivalence between linguistic events and those of the kind under discussion here. Moreover, the generally accepted linguistic chronologies are much shorter than those envisaged here. If we follow these traditional views it is difficult to see how there can be further progress, and we have already reached the limits of the knowable. If, however, we take what I would regard as the optimistic view, and accept the proposals made earlier for greater time depths, we then reach the possibility for some correlations or equivalencies between linguistic events and climatic sequences and socio-economic processes. Indeed as we shall see again in the next section, there is at least one general model, of wide applicability, which offers a path towards a more general understanding of the patterns of linguistic diversity seen in the world. To imagine such a model, however, and even to show how its application might explain certain language distributions, is certainly not the same as establishing it. As the remarks on knowability in an earlier section made clear, there is no direct way of testing these matters. All that one can do is to frame the general proposition. If it can be shown to work well in a number of cases, and if it is not shown to be erroneous in others, and if it then goes on to forecast patterns not hitherto discerned, then it might prove acceptable as an explanation placing these matters in the realm of the knowable.

The model advanced in the next section is one such general model. It may not prove valid or acceptable, and other general models of a different kind may be developed in the future — indeed it could be argued that Johanna Nichols (1992) has already begun the task. But if no such general model can be developed and then found useful, then it seems to me doubtful that much further progress could be made towards an understanding of the prehistory of languages.

The language/farming dispersal model and other ‘punctuations’

Spread zone versus mosaic zone

Several linguists have remarked on the marked difference in the nature of the geographical distributions of language families, and Austerlitz (1980) has contrasted patterns of language-family density. In 1992 I suggested that there were contrasting geographical patterns (Renfrew 1992b, 59) when a region had undergone language displacement as a result of some dispersal process (Fig. 7, case A), or when, after initial colonization, there was a long period of stability resulting in a mosaic of small language units (Fig. 7, case B), but the term ‘mosaic zone’ or ‘retention zone’ may be preferable to ‘residual zone’.

This distinction is very similar to the one drawn by Nichols (1992) between what she terms linguistic ‘spread zones’ and ‘residual zones’. When a language family shows the ‘spread zone’ pattern, it displays what one may term a low genetic density (i.e. only a limited number of linguistic units unrelated by descent from a common language ancestor) over a sizeable area, and with a relatively shallow time depth. The ‘mosaic zone’ (or ‘residual zone’) pattern shows more language families, greater linguistic diversity within the language family, and greater antiquity of the linguistic stocks there. The north Caucasus is a good example of a ‘residual zone’, and is sometimes regarded as a linguistic refugium, and north Australia offers a further example.

It should be noted that pattern B, the mosaic zone configuration, is seen both with hunter-gatherers and with agriculturalists in those cases where the agricultural economy does not seem to be the result of an agricultural dispersal but may be regarded as indigenous, as in the case of New Guinea with its very early horticulture and perhaps in regions of South America. But the interesting point is that the spatial scale of the language unit differs in the two cases, with a hunter-gatherer linguistic unit occupying a much larger area than an agricultural or horticultural one. This is no doubt related to the much greater population density in the agricultural case, so that the size of the speech community in the two cases may be more similar than the territorial extent. This is a point addressed much more fully by Nettle (1999a).
As I observed in 1992:

If we try to imagine a world whose language distribution was the product of initial colonisation, followed by convergence and divergence effects, but without the effects of agricultural dispersal or elite dominance, might we perhaps imagine the linguistic configuration of Australia generalised for those areas with a hunter-gatherer economy, and that of New Guinea for those with an indigenous agricultural economy? (Renfrew 1992b, 60).

In such a case as this the pattern does not in itself tell us whether the various languages involved are genetically related or not. For in the case of a mosaic zone, the time depth involved may be so great that through lapse of time most valid markers of relatedness, even if they existed initially, would have disappeared — we may be talking here of periods of stability enduring well over 10,000 years. And as Dixon has argued, the convergence effects operating over so long a period of time may produce a linguistic area or Sprachbund effect, with similarities developing between the languages which are not the product of genetic relatedness but simply of long-term interaction (on the model of Trubetzkoy (1939)).

On the other hand, the configuration seen in pattern A suggests a relatively recent dispersal, in Dixon’s recent terminology a punctuation. This may be due to a dispersal on the subsistence/demography model, or on the elite dominance model, or on the system collapse model (see Renfrew 1989a). Or, as I have now come to realize, it may be the product of contact-induced language change (see below). In most cases, as Peter Bellwood has also suggested (Bellwood 1996; 1997), it is likely to be the product of farming dispersal. Other applications of the model have been suggested for the consequences of rice cultivation in southeast Asia (Glover & Higham 1996; Higham 1996), for the Afroasiatic languages (Dianooff 1998) and for some of the language families of Africa (Phillipson 1977; Ehret 1998).

The important implication of the evident distinction between ‘spread zones’ and mosaic zones’ (or ‘residual zones’) is that they may in many cases be recognized by inspecting maps of language distributions, along with a basic classification of the languages in question into language families (or as isolates), following the work of linguists in the field. It is possible in this way to suggest that in many cases the language distribution in a spread zone is likely to have been the result of a dispersal phenomenon, very possibly a farming dispersal, although that needs to be evaluated by closer examination.

Figure 7. Spread zone (A) versus mosaic zone (B). Contrasting language distribution patterns seen when there has been a language replacement following a rapid dispersal process or punctuation (case A), or when, after initial colonization, there has been a long period of uninterrupted local divergence (case B) resulting in a mosaic of small language units. In B one may compare the different scales for the language map for hunter gatherers and for the agriculturalists whose agricultural economy is indigenous, resulting in both cases in a mosaic of small language units. (The language units are for convenience separated by lines: this is not intended to suggest that they are discrete or bounded entities nor to deny the existence of intermediate dialects.) (From Renfrew 1992b, 59.)

![Figure 7](image-url)
including a consideration of the archaeological record. In cases where a mosaic zone is recognized, the pattern may well prove to be one of very early initial colonization, perhaps of the order of 15,000 years ago, followed by stability and local divergence. It is, of course, also possible that what may at first appear as a spread zone represents a point at the extreme right of Nettle’s figure 3(b), where very long-term convergence processes have taken over in the manner proposed by Dixon, producing a language ‘family’ (but not in the genetic sense) through convergence. This, of course, is Dixon’s proposal for the Pama-Nyungan language ‘family’ of Australia.

Mechanisms of farming dispersal
One of the central ideas of this article, as earlier of my book *Archaeology and Language*, is thus that in many cases spread zones of the kind discussed above are the product of farming dispersals. Table 2 (from Renfrew 1992a, 456) summarizes the argument.

In the first full elaboration of this model (Renfrew 1987) I emphasized the ‘demic diffusion’ mechanism of Ammerman & Cavalli-Sforza (1973; 1984) with its dependence upon demic diffusion — that is to say, the gradual outflow of farmers from areas where farming was practised into neighbouring areas, a process in part the product of the greater population density which developed in farming areas. But Zvelebil’s criticisms of this model (Zvelebil & Zvelebil 1988; Zvelebil 1995) long ago persuaded me that the model was applicable, as noted above, only to southeast and central Europe, not to the north and west. Their observations seem to be supported by the molecular genetic data for north and west Europe, which show very low frequencies of the haplogroups, notably haplogroup J, which may be identified as the product of the gene flow process which accompanied the coming of farming to Europe. This process, although discernible through the methods of molecular genetics (Sykes 1999) was on a smaller scale than Ammerman & Cavalli-Sforza (1973) and then Menozzi *et al.* (1978) had suggested.

It is appropriate to consider more carefully how the alternative approach, one of acculturation or ‘contact-induced language change’ would operate in practice. Zvelebil (1996, 325) has reformulated his ‘availability model’ (Zvelebil 1986, 12) to deal with such cases, and it is shown here with modifications of my own as Figure 8.

But we need to learn much more about the conditions, in social as well as in linguistic terms, under which one community comes to adopt the language of a neighbouring community. Ehret (1988) has interesting remarks to make about precisely the general case which concerns us most, the adoption by hunter-gatherers of the language of their farming neighbours: in some cases this occurs without a change in the economic basis of their own way of life. But, in the longer term, that perhaps rather surprising early adoption of the incoming language sometimes prior to the adoption of the new economy may simply be a prelude to that change also. The point here, of course, is that such change may be effected with only very limited gene flow, and hence

| Table 2. The language/farming dispersal model: note the two mechanisms proposed. |

A nuclear area is defined, supporting initially a specific range of wild plants (and sometimes animals) which later proved amenable to domestication. The farming ‘package’ of plants (and, where appropriate, animals), along with the appropriate exploitative techniques, becomes an expansive one dependent upon three factors:

I *suitability for transplantation into new ecological niches* of the plants (and animals), when sustained with the appropriate exploitative technology by the accompanying human population, with propagation (i.e. seeding/planting or controlled breeding), protected growth (by weeding and manuring or controlled feeding, e.g. by transhumance) and organized harvesting (or culling);

II *increased birth rate* and reduced rate of human infant mortality, and sometimes increased post-infantile life expectancy, associated with aspects of the new subsistence regime. These accompany the *sedentary* life which farming facilitated;

III *greater intensity of production* as measured in terms of food (calories) per unit area, permitted by the new economy. Agricultural economies, even of a simple and non-intensive nature, are characteristically fifty times more productive in this sense than mobile hunter-gatherer economies, or have the capacity to be so.

In favourable cases the language or languages of the nuclear area are transmitted along with the plant and animal domesticate either through *demic diffusion* of the farming population (the ‘wave of advance model’), or through adoption by local hunter-gatherer groups of the new language along with the new agricultural economy (*acculturation*: the ‘availability model’). The genetic effects of the two mechanisms are significantly different.
leave little or no trace in the molecular genetic record as reflected in the gene frequency distributions of later generations. In many of the cases studied, the economy of the farmers carries with it, in the eyes of the hunter-gatherers, a higher degree of prestige than their own way of life. This may mean that it is difficult for male hunter-gatherers to seek wives from the farming communities, whereas it seems fairly common that the agriculturist communities should take wives from the adjacent hunter-gatherer groups. Such sexual or gender asymmetries are of course precisely what the matching techniques of mitochondrial (female lineage) and Y-chromosome (male lineage) analysis are equipped to analyze. We shall certainly learn additional information from the molecular genetic data about this issue in the next few years. The farming dispersal itself and its place of origin can usefully be investigated through the molecular genetics of domesticated plant (Heun et al. 1997) and animal (Bailey et al. 1996) species.

It is inevitable that language replacement without gene flow implies bilingualism, and this is a topic which Malcolm Ross (1997) has recently explored in terms of a social network model. But despite the insights from Ross, Ehret and Zvelebil, the circumstances in which hunter-gatherers accept the language and adopt the economy of their agricultural neighbours have yet to be more fully explored. The recent indication from molecular genetics that in some cases such linguistic replacements may have taken place without significant gene flow makes this an urgent topic for further study.

It seems possible, then, to suggest that the distribution of many of the world’s spread-zone language families is the result of farming dispersal, and specifically those in Table 3. As noted above, the ‘Altaic’ family is not here assumed to be a valid genetic grouping, but the comments apply at least to its Turkic and Mongolian components, although in these cases the mechanism of ‘farming dispersal’ might be said to include also the development of nomad pastoralism. In the case of nomad pastoralists, however, the appropriate model may rather be one of elite dominance after the development of mounted warfare in the first millennium BC.

At the same time, as we have seen, it seems appropriate to suggest that many areas with mosaic-zone language distributions have not been subjected to a farming dispersal, but rather that the initial colonization took place during the Late Pleistocene period, and that there has been stability along with local divergence since that time.

The significance of the language/farming dispersal model may be gauged from the map seen in Figure 9, particularly when it is noted that the Uralic, Mongolian and Turkic families are not included on it. The Mongolian and Turkic languages are mentioned further in the next section.

These proposals are of course to be considered as tentative. It is hoped to explore them further at the McDonald Institute during the year 2001 in a projected Symposium on the language/farming dispersal hypothesis, to be organized jointly by Peter Bellwood and myself within the framework of the Prehistory of Languages Project.
Colin Renfrew

3. The chariot horizon, involving the horse-drawn chariot with spoked wheels, is seen in Europe and western Asia around 1600 BC (perhaps slightly later in China). The earliest known horse-drawn chariots are found in the Urals (e.g. Sintashta) c. 2000 BC. This is the first indication anywhere of the use of the horse in warfare.

4. The warrior horseman makes his appearance c. 1500 BC in the Eurasian steppes and c. 1200 BC in Europe and Western Asia. There are no earlier indications anywhere of fighting on horseback. Metal bits and harnesses are widely seen in Europe from c. 800 BC — the horseman horizon.

5. Fully mobile nomad pastoralism makes its first appearance on the Eurasian steppes not before the later second millennium BC and becomes established in the first millennium BC, about the time that horse-riding is first widely documented archaeologically. It follows from this that the horse was not ridden for military purposes until towards the end of the second millennium BC. During the first millennium such use is documented historically for the first time with the case of the Scythians and Cimmerians described by the Greek historian Herodotus. But the horse was an important food resource in the steppe lands from a much earlier time, and then the basis for at least a partially nomadic existence for a couple of millennia well before its use in military conflict.

It is often subsumed under the élite-dominance model (with the standard cliché image of the mounted warrior pastoralists carrying all before them) was an economic development before it developed further and came to represent also an innovation in warfare. It has recently been shown that the very high dates for the domestication of the horse and the development of pastoral nomadism have been set exaggeratedly early (Levine et al. 1999; Renfrew 1998b). Indeed it now seems that the sequence, in relation to the utilization of the horse in Eurasia, may be summarized as follows:

1. The cart is first seen in Europe c. 3000 BC, with solid wheels and drawn by oxen, in the Baden culture of the Middle Danube.

2. Horses are not seen in archaeological contexts in Central and western Europe at that time (although wild horses persisted since the Upper Palaeolithic). Hippophagy in the Ukraine (Dereivka) horses were a major food resource from before 4000 BC: there is no secure evidence that they were domesticated at that time.

Table 3. Regions of early agricultural development and farming dispersals, with the language families whose spread-zone distributions may be ascribed to this factor. (From Renfrew 1998a, after Bellwood 1996.)

<table>
<thead>
<tr>
<th>Region of early agriculture</th>
<th>Associated language families</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub-Saharan Africa</td>
<td>Niger-Kordofanian</td>
</tr>
<tr>
<td>Southwest Asia</td>
<td>Elamo-Dravidian, Indo-European, Altaic, Afro-Asiatic</td>
</tr>
<tr>
<td>China (north)</td>
<td>Sino-Tibetan</td>
</tr>
<tr>
<td>China (south)</td>
<td>Austroasiatic, Austro-African, Tai, Hmong-Mien (Miao-Yao)</td>
</tr>
<tr>
<td>New Guinea</td>
<td>Many Papuan families</td>
</tr>
<tr>
<td>Mexico</td>
<td>Otomanguean, Uto-Aztecan, Mayan, Mixe-Zoque</td>
</tr>
<tr>
<td>Andes/Upper Amazon</td>
<td>Chibchan/Paezan, Quechua/Aymara, Arawakan, Panoan</td>
</tr>
</tbody>
</table>

Mobility and pastoral nomadism

Farming dispersals offer the most obvious examples for the subsistence / demography model for language replacement. But it should not be forgotten that the development of pastoral nomadism, while it is often subsumed under the élite-dominance model (with the standard cliché image of the mounted warrior pastoralists carrying all before them) was an economic development before it developed further and came to represent also an innovation in warfare. It has recently been shown that the very high dates for the domestication of the horse and the development of pastoral nomadism have been set exaggeratedly early (Levine et al. 1999; Renfrew 1998b). Indeed it now seems that the sequence, in relation to the utilization of the horse in Eurasia, may be summarized as follows:

1. The cart is first seen in Europe c. 3000 BC, with solid wheels and drawn by oxen, in the Baden culture of the Middle Danube.

2. Horses are not seen in archaeological contexts in Central and western Europe at that time (although wild horses persisted since the Upper Palaeolithic). Hippophagy in the Ukraine (Dereivka) horses were a major food resource from before 4000 BC: there is no secure evidence that they were domesticated at that time.

3. The chariot horizon, involving the horse-drawn chariot with spoked wheels, is seen in Europe and western Asia around 1600 BC (perhaps slightly later in China). The earliest known horse-drawn chariots are found in the Urals (e.g. Sintashta) c. 2000 BC. This is the first indication anywhere of the use of the horse in warfare.

4. The warrior horseman makes his appearance c. 1500 BC in the Eurasian steppes and c. 1200 BC in Europe and Western Asia. There are no earlier indications anywhere of fighting on horseback. Metal bits and harnesses are widely seen in Europe from c. 800 BC — the horseman horizon.

5. Fully mobile nomad pastoralism makes its first appearance on the Eurasian steppes not before the later second millennium BC and becomes established in the first millennium BC, about the time that horse-riding is first widely documented archaeologically. It follows from this that the horse was not ridden for military purposes until towards the end of the second millennium BC. During the first millennium such use is documented historically for the first time with the case of the Scythians and Cimmerians described by the Greek historian Herodotus. But the horse was an important food resource in the steppe lands from a much earlier time, and then the basis for at least a partially nomadic existence for a couple of millennia well before its use in military conflict. It is possible to recognize here a further subsistence / demography model dependent less upon farming than on the development of mobile pastoralism. It should, however, be noted that the pastoral economy itself requires both animal domesticates derived ultimately from farming communities and plant foods often obtained through exchange with farmers (Khazanov 1984). Indeed, in discussing distributions of the Mongolian and Turkic language families (as well as the Indo-Iranian branch of Indo-European) it may be pertinent to consider also such developments rather than to rely exclusively upon the warlike character of warrior nomads and episodes of élite dominance to effect language replacement. A Symposium was held at the McDonald Institute in January 2000 on the theme of the exploitation of the Eurasian steppes in later prehistoric times, and the papers presented are expected to be published in a forthcoming volume (Renfrew et al. in prep.). The significance for historical linguistics of the development of Eurasian pastoral nomadism has often been misunderstood. The Symposium gave useful insight both into the
From the foregoing it may be concluded that, when a linguistic spread zone is observed, it will in many cases be the result of a farming dispersal process. Of course it should not be forgotten that initial colonization will itself have generated a spread-zone effect, with local divergence generating a series of new languages, initially all recognizable as descended from the proto-language of the initial spread. But then, as both Nettle (1999a) and Nichols (1992) agree, after the passage of between 10,000 and 20,000 years (see Fig. 3) the divergence processes will have proceeded so far that the familial genetic relationships are no longer visible, and what at first were recognizable as related languages will have turned into apparently unrelated languages and indeed language families (through further splitting and divergence). That is how the configuration shifts from that seen in Figure 7 (A) to that of Figure 7 (B).

A recent initial colonization will thus give a spread-zone effect. This can be seen in the north of the northern hemisphere where recent, climate-related colonizations, such as that of the Eskimo-Aleut languages, are represented. It could also be argued that the spread of the Polynesian languages was an initial colonization of the Pacific islands (which indeed it was), but it was of course, at the same time, a farming dispersal — perhaps the only case in world history
where a farming dispersal has taken place in a territory not previously occupied by hunter-gatherers.

A linguistic spread zone can also be created by an episode of élite dominance. As we have noted above, such is the explanation usually offered for the distribution of the Indo-Iranian languages of the Indo-European family, and for the distributions of the Turkic and Mongolian languages also. But none of these processes is yet well understood historically, and the peaceful spread of nomad pastoralism may also have played a role.

Finally, the spread of English, Spanish and other Indo-European languages during the past five or six centuries over much of the world may at first seem an example of élite dominance, through the processes of imperial colonization. But in reality these languages have persisted most successfully when they have been accompanied by those basic domesticates — wheat, barley, cattle and sheep — which accompanied the initial Proto-Indo-European spread from Anatolia to Europe (Diamond 1997).

Conclusions

From the foregoing discussions it may be permissible to formulate a number of general conclusions, most of them of a provisional nature:

1. Historical linguistics is now developing methodologies for addressing linguistic behaviour in the ‘real world’ over long time-periods — in effect the development of sociolinguistics far beyond the life-span of the single observer. This is likely to be the single most important path for further insights into the origins of linguistic diversity.

2. Precise methods for evaluating time depth are not yet available in historical linguistics, but it seems that no absolute time barrier can be established, and time depths in excess of 10,000 years for some language families (e.g. Afroasiatic) have been plausibly argued.

3. The broad question of macrofamilies is not yet resolved. It is possible that the ‘Nostratic’ or ‘Eurasiatic’ and the ‘Sino-Caucasian’ macrofamilies will yet find broader agreement, but this will depend upon a more coherent analysis and presentation of the morphological correspondences between constituent families within the alleged macrofamily, and the further development of probabilistic statistical criteria for evaluating the lexical evidence.

4. The contributions of prehistoric archaeology have not yet been fully exploited: the mechanisms of farming dispersal remain controversial, episodes of alleged élite dominance are not yet well documented (e.g. for the Indo-Iranians in India and Iran) and the late emergence of full nomad pastoralism and the use of the horse in warfare (during the later second and early first millennia BC in Eurasia) is only now being appreciated.

5. Molecular genetics in its contribution to human population history is at an early stage. The Upper Palaeolithic picture is only now being elucidated. However the pace of progress is rapid in this fast-developing field.

6. The spatial parameters of language families including those suggestive of spread episodes have not yet been systematically studied in a comparative framework: the language/farming dispersal hypothesis remains a strong contender for the explanation of many spread episodes.

7. The issue of knowability is less likely to be decided on a priori criteria than by the success or failure of endeavour in the above areas. The matter is likely to be much clearer within a decade.

Colin Renfrew

McDonald Institute for Archaeological Research
Downing Street
Cambridge
CB2 3ER

Note

1. This article is based upon the Eleventh McDonald Lecture, delivered in Cambridge on 17th November 1999. Grateful acknowledgement is made to the Alfred P. Sloan Foundation of New York for generous funding to the Prehistory of Languages Project.
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