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ABSTRACT
Inertial measurement unit (IMU) has long suffered from the problem
of integration drift, where sensor noises accumulate quickly and
cause fast-growing tracking errors. Existing methods for calibrating
IMU tracking either require human in the loop, or need energy-
consuming cameras, or suffer from coarse tracking granularity. We
propose to augment indoor inertial tracking by reusing existing
indoor luminaries to project a static light polarization pattern in the
space. This pattern is imperceptible to human eyes and yet through
a polarizer, it becomes detectable by a color sensor, and thus can
serve as fine-grained optical landmarks that constrain and correct
IMU’s integration drift and boost tracking accuracy. Exploiting
the birefringence optical property of transparent tapes – a low-
cost and easily-accessible material – we realize the polarization
pattern by simply adding to existing light cover a thin polarizer
film with transparent tape stripes glued atop. When fusing with
IMU sensor signals, the light pattern enables robust, accurate and
low-power motion tracking. Meanwhile, our approach entails low
deployment overhead by reusing existing lighting infrastructure
without needing an active modulation unit. We build a prototype of
our light cover and the sensing unit using off-the-shelf components.
Experiments show 4.3 cm median error for 2D tracking and 10 cm
for 3D tracking, as well as its robustness in diverse settings.
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1 INTRODUCTION
Inertial measurement unit (IMU) has been widely used to track
object motion. Comprising accelerometer, gyroscope, and compass,
IMU measures object’s acceleration, angular velocity, and orienta-
tion. As a low-cost, small, and low-power unit, IMU is common in
mobile devices (e.g., smartphones, smart watches, drones [5, 26])
and home appliances [2].

Despite its popularity, IMU has a long-standing problem of inte-
gration drift [46]. As IMU sensors measure acceleration and angular
velocity, one must integrate these sensor signals to compute ob-
ject’s movement trajectory. The integration contains sensor errors
from bias (nonzero output when the sensor is at rest), electrical and
thermal-mechanical noise, as well as other random noises due to cal-
ibration or temperature [46, 64]. These errors accumulate quickly,
resulting into a fast growth of the location error [54, 60, 75].

Active research has examined approaches to addressing IMU’s
drift problem. Traditional approaches focus on individual sensor
calibration, either requiring laboratory equipments [45] or demand-
ing repeated human efforts [16, 24]. Recent studies explore fusion
of IMU with other sensors and leverage external landmarks with
absolute locations. However, these methods either require human
in the loop (e.g., footsteps used in the pedestrian dead reckon-
ing) [30, 40, 64], or rely on cameras [31, 36] that are typically power-
hungry, or consider only outdoor scenarios with GPS signals and
outdoor landmarks available [19], or leverage coarse-grained land-
marks (e.g., landmarks based on Wi-Fi signal strength or building
structures) and thus are unable to achieve centimeter-level accuracy
reliably [34, 54, 60, 67].

In this paper, we address above problems using fine-grained
landmarks provided by ubiquitous lights. Specifically, we consider
reusing indoor luminaries (e.g., LED or fluorescent lights) to cast
static, imperceptible light polarization patterns. We create such
patterns using a low-cost polarizer and a birefringent [8] film (e.g.,
everyday transparent tapes) attached to existing light cover/diffuser.
These patterns are imperceptible to naked eyes [32] and yet de-
tectable by low-cost color sensors1 viewing through a second polar-
izer. The patterns alone cannot determine object’s precise location;
however, they provide fine-grained (e.g., centimeter-level) land-
marks to constrain the integration drift of the IMU collocated with
color sensors. With a thin, low-cost layer atop existing light cover,
1A color sensor consists of a set of blue-filtered, yellow-filtered, and red-filtered
photodiodes, which sense the intensity of incoming light on red (R), green (G), and
blue (B) channels.
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Figure 1: Creating an imperceptible grid pattern of light polariza-
tion using a polarizer and birefringent film (e.g., transparent tapes).
The light polarization varies across cells,manifested in different col-
ors observed by a color sensor through a polarizer as itmoves across
cells. The observations can constrain the drift of a collocated IMU.

our approach reuses existing lighting infrastructure without re-
quiring any active modulation unit, thus entailing low deployment
overhead and cost. Our approach will benefit indoor object track-
ing, including robotics applications (e.g., autonomous navigation,
robotic collaboration), and HCI applications (e.g., tracking hand
controllers or handset in VR), where cm-level accuracy is desired.

Figure 1 illustrates the system setup. Light is first collimated
after a thin lens (e.g., a Fresnel lens [3]). It then passes a polarizer
(e.g., a 0.18-mm thin film [7], <$1) that allows light rays of a certain
polarization direction to pass. The polarized light then passes a
birefringent film (e.g., transparent tape stripes arranged in a pattern)
that alters the light polarization to create a spatial pattern (e.g., a
grid pattern). Through another lens (e.g., Fresnel lens), the pattern
is projected to the space. Color sensors covered with polarizer films
will perceive various colors as it moves across cells and these cell-
crossing events can augment IMU tracking. We use point light
source for illustration and will discuss other luminary types in §8.

Fusing light and IMU sensors has three benefits: (1) High accu-
racy: With wavelengths in nanometers, visible light can generate
landmarks with fine granularity. These optical landmarks best com-
plement IMU to address its drift error and achieve high tracking
accuracy; (2) Reliability: While light provides precision, it can be
easily blocked by other objects, rendering light signals unavailable.
IMU sensors, on the other hand, steadily provide sensor readings
that can compensate for losses of light signals upon occasional
blockage, rendering the system robust against occasional block-
age in tracking; (3) Low power and portability: Both IMU and
color sensors are cheap, small, and low-power. They can be easily
embedded in everyday objects for them to self-track their locations.

To enable effective fusion, we face three main challenges. The
first two challenges concern the design and detection of the polariza-
tion pattern. Two practical factors affect the sensing and detection
of the pattern. First, the orientation of the object (and thus sensors)
also affects the color perceived by color sensors. Changes in ob-
ject orientation alter the direction of its polarizer and, thus, the
perceived color at the sensor, making it difficult to identify color
changes from crossing cells. Second, a small portion of ambient
light can still be sensed by the color sensor and affect its perceived
color. It is particularly problematic when ambient light is colored,
spatially nonuniform, and time-varying. The last challenge is on
the fusion of light pattern and IMU signals. The detected pattern

(i.e., cell crossings) does not indicate the specific coordinates for cal-
ibration and can be occasionally unavailable due to blockage. Also,
as a 2D pattern, it introduces ambiguity in determining object’s
vertical position. Tracking object’s 3D location is nontrivial.

We address these challenges via following design elements. First,
using a grid pattern as the starting point, we carefully design the
pattern to ensure sharp color contrast between adjacent cells un-
der different orientations and facilitate pattern detection at color
sensors. We also arrange the pattern among consecutive cells to
mitigate the ambiguity of mapping an observed color sequence to a
movement trajectory. Second, to ensure robust detection of the pat-
tern, we propose a dual-sensor design that examines the differential
color values of two collocated color sensors to remove ambient light
interference. We also propose an empirical model to estimate the
impact of object orientation on the resulting color values sensed
by sensors. It allows us to correctly identify changes associated
with crossing cells. Finally, we model the data fusion problem using
a Bayesian inference framework. We apply the sequential Monte
Carlo (i.e., particle filter) algorithm [14] to update the probability
distribution of the object location based on observed differential
color values and IMU data. We also extract features from differential
color values to extend the fusion algorithm to 3D tracking.

We build a prototype of our proposed light cover layer, as well
as the sensing component with collocated color sensors and IMU,
all using off-the-shelf hardware. We experiment our system in an
indoor lab and compare our results to Vicon [9]. We also conduct
a user study with 33 participants to examine the impact of our
projected pattern on illumination. Our key findings are as below:
• Light polarization pattern effectively corrects IMU drift errors,
achieving 4.3-cm median position error for 2D tracking and 10-
cm for 3D tracking, where tracking error is bounded by the
projected cell size.
• Fusing light and IMU signals, the system is robust against ob-
ject’s orientation change, diverse ambient light conditions, and
occasional losses of light signals.
• The current data fusion (implemented in C) outputs a tracking
result in 7.18 ms, supporting potential tracking rates up to 140 Hz.
• Our light cover layer does not affect the comfort and unifor-
mity of illumination and participants do not perceive projected
polarization patterns.

2 RATIONALE AND CHALLENGES
Most common IMUs today are produced byMEMS (micro-machined
electromechanical systems) technology2. Advances in manufactur-
ing silicon chips have made MEMS IMUs low-cost (e.g., $1.5–20),
small, and lightweight [58, 63]. MEMS inertial sensors, however,
suffer from larger sensor noises/errors. Our experiments with latest
MEMs IMUs [4] reveal that while most errors are deterministic
and can be calibrated in advance or in repeated recalibration, the
stochastic error is still time-variant and movement-dependent, and
thus difficult to be removed by any calibration process [59].We need
to seek external landmarks that can provide periodical recalibration
to constrain IMU’s drift errors.

2High-end IMUs (e.g., optical sensors) with high accuracy are expensive [17], bulky,
and thus used in a limited range of applications.
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To this end, we turn our attentions to light patterns given the
ubiquity of lights and light’s small wavelength enabling patterns in
fine granularity. We next describe our rationale in designing light
patterns to best augment IMU tracking, followed by the challenges
to realize light-based augmentation.

2.1 Rationale
We seek light patterns satisfying following goals: (1) The pattern
should offer clear optical landmarks that can be detected by low-
cost photodiodes reliably; (2) The pattern can be easily created
reusing existing luminaries for minimal deployment overhead and
cost; (3) The pattern should not affect the luminary’s ability of
illumination; ideally it should be imperceptible to naked eyes.

The above goals lead us to consider patterns in light polarization.
Polarization is the oscillating direction of electric fields as light
waves travel. It is classified into linear polarization, where electric
fields oscillate in a single direction, and elliptical polarization, where
the fields rotate in a plane based on light phase. Most natural or
artificial light sources emit unpolarized light containing an equal
mixture of all polarization directions. Linearly or elliptically po-
larized light can be generated by a linear or elliptical polarizer3,
which allows light of certain polarization direction to pass.

Polarization patterns offer two benefits: (1) Unlike light intensity
or color, polarization is inherently imperceptible to naked eyes [32].
Thus, creating polarization patterns does not affect light’s illumina-
tion; (2) Since ambient light is typically unpolarized, polarization
patterns are potentially more robust against ambient light interfer-
ence, in comparison to patterns on light intensity. The remaining
question is whether we can create light polarization patterns in a
low-cost manner by reusing existing luminaries.

The answer is yes. Unlike prior works [21, 62, 68] that demand an
LCD shutter to dynamically change light polarization, we consider
a static, passive polarization pattern that can be generated without
adding any active modulation unit. In particular, we exploit birefrin-
gence [8], an optical property of an optically anisotropic material
whose refractive index depends on the polarization and propagation
direction of incoming light. The difference of the refractive indexes
in different directions changes the polarization of the incoming
light depending on the light wavelength (i.e., color). As a result,
as a polarized white light (i.e., mixture of light in different wave-
lengths) passes the material, light rays with different wavelengths
(i.e., colors) are dispersed to different polarization directions. This
dispersion of light polarization is imperceptible to naked eyes. Yet
through a second polarizer, a color beam is visible, which has the
polarization direction aligning with that of the second polarizer.

Interestingly, everyday transparent tapes are made of optically
anisotropic material [57]. Figure 2(a) shows a thin polarizer film [7]
with two transparent tape stripes glued horizontally and vertically.
We attach the polarizer to an existing LED light cover, where the
surface without the transparent tapes faces the light cover. Viewing
the light cover through another polarizer, we see various colors
in regions with transparent tape stripes (Figure 2(b)). The color
differences indicate that the thickness and orientation of transparent
tape layers both affect the amount of polarization dispersion. This

3Our current system uses linear polarizers to generate polarized light. Thus the term
polarizer in the rest of the paper refers to linear polarizer.

(a) (b) (c) (d)

Figure 2: A polarizer [7] with two transparent tape stripes glued
atop (a). Attaching this film to a light cover and viewing it through
another polarizer, we see various colors at regions with different
transparent tape configurations (b). The colors, however, are invis-
ible without a polarizer (c). Viewed through a second polarizer, (d)
shows a grid color pattern (invisible without the second polarizer)
created by sophisticated arrangement of transparent tape layers.

color pattern, however, is invisible to naked eyes without the second
polarizer (Figure 2(c)).

Our results validate that a static polarization pattern can be cre-
ated using only a cheap polarizer with transparent tapes glued atop.
By varying the thickness and orientation of the tape layer across
different regions on the polarizer, we can create a spatial polariza-
tion pattern. In this work, we consider grid patterns as the starting
point and will discuss more advanced patterns in §8. Figure 2(d)
shows an example, where the color of each cell is achieved by a
configuration of the tape layer thickness (i.e., the number of tape
layers) and tape orientation. Attaching this film of polarizer and
transparent tapes to a light cover, we can add a thin Fresnel lens to
project the pattern to the 3D space. Then for an object equipped
with a color sensor with a polarizer atop, the color sensor can sense
color changes as the object moves across cells. Such color changes
(i.e., crossings of cell boundaries) serve as optical landmarks to
constrain and correct drift errors of a collocated IMU.

2.2 Practical Challenges
To realize the augmentation using light polarization patterns, we
face the following practical challenges.

First, in addition to cell crossings, orientation changes of the
tracked object also affect the color perceived by the color sensor
on the object, thus interfering with the sensing of the polarization
pattern. This is because as the orientation of the polarizer atop the
color sensor changes, it allows light with a different polarization
direction to pass, leading to light rays with different wavelength.
Figure 3 shows an example pattern viewed through a second polar-
izer in three orientations (45◦, 90◦, 135◦), where the same pattern
exhibits different colors. Additionally, certain orientations (e.g., 45◦)
lead to colors with lower saturation, rendering the color detection
prone to errors. These above factors impose challenges in both
the design and detection of polarization patterns: the design of
the color/polarization pattern should ensure high-contrast colors
that can be robustly detected under diverse orientations, while the
detection of the pattern needs to filter out the color changes caused
by orientation change.

The second challenge is to deal with interference from ambient
light, which contains light rays in all polarization directions. Al-
though polarization patterns are more robust against ambient light
interference than patterns in light intensity, part of ambient light
– the light rays with polarization directions aligning with that of
the polarizer atop the color sensor – is still sensed by the color
sensor and thus can interfere with sensing the polarization pattern
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(a) (b) (c) (d)
Figure 3:Different colors observed through a second polarizerwith
three orientations: 45◦(a), 90◦(b), 135◦(c). The pattern is invisible
without the second polarizer (d).

from our luminary, especially when ambient light is colored. Fur-
thermore, ambient light can vary spatially and temporally. Hence
fingerprinting ambient light condition entails expensive overhead:
we need to exhaustively measure all locations and we cannot use
an one-time measurement of ambient light in the beginning to filter
its influence in later measurements.

Finally, efficient fusion of the detected light pattern and IMU
signals is challenging, given that the optical landmarks only indicate
crossings of a boundary atx ory direction, providing no information
on the specific coordinates of the crossing locations. Thus, the data
fusion algorithm needs to best exploit such information to correct
IMU tracking errors. Also, since the polarization pattern is 2D,
it leads to ambiguity in determining the object’s vertical position.
Extending the augmentation to enable 3D tracking remains difficult.
Furthermore, light signals can be occasionally unavailable due to
the blockage of other objects or holes in light coverage in the 3D
space. The fusion algorithm needs to be robust against such losses
of optical landmarks.

Next, we describe our three main system components to address
these challenges.

3 DESIGNING POLARIZATION PATTERNS
The first component is designing the polarization pattern to ease
its detection by a color sensor under diverse settings (e.g., orienta-
tion, ambient light). Again take the grid pattern (Figure 2(d)) as an
example. Ideally, one can assign a unique color to each cell, so that
a perceived color can narrow down object’s location to a single cell
for calibrating IMU. This method, however, requires a sufficient
number of colors. Given that the color range is fixed, more colors
implies smaller differences among colors, making color detection
prone to sensor noises and ambient light interference. Thus, to
ensure robust pattern detection, we reuse a few distinctive colors
across cells to create a polarization/color pattern. The color reuse,
however, creates ambiguity in mapping a perceived color change
to the actual cell boundary that the object is crossing. To balance
this tradeoff, we next describe how to select transparent tape con-
figurations that lead to distinctive colors, and how to assign tape
configurations to cells. Here a tape configuration is defined as a
setting of the orientation and thickness of the tape layer for a cell.

3.1 Selecting Tape Configurations
We first select a set of transparent tape configurations whose re-
sulting colors can be reliably differentiated by a color sensor in
different orientations and ambient light conditions. We evaluate the
distinctiveness of a color based on light intensity values perceived

by the color sensor on R, G, B channels. Instead of directly exam-
ining the differences of RGB values, which are dependent on the
light intensity and thus affected by the distance to the luminary, we
convert the RGB values to the HSV (Hue, Saturation, Value) color
space [55]. Here hue is the attribute of a color and defined as the
degree to which a stimulus can be discernible to red, green, blue
and yellow; saturation describes the purity of the hue; and value
represents the brightness or light intensity. We consider hue and
saturation values to evaluate the differences of two perceived colors,
so that color detection is independent of changes in overall light
intensity caused by distance changes during object’s movement.

To select tape configurations that are robust against sensor’s ori-
entation change, we exhaustively test various tape configurations
by varying the number of tape layers and orientation. For each tape
configuration, we compute the corresponding hue and saturation
using measurements of a color sensor in three orientations (i.e., 0◦,
45◦, 90◦). We then plot these data points in the hue-saturation (HS)
plane, where hue is arranged in a radial slice and saturation is the
distance to the origin. Data points of the same tape configuration
form a cluster. We identify the most separated clusters based on
their Euclidean distances. Thus, colors resulted from these configu-
rations are well separated. We skip clusters close to the origin (i.e.,
with low saturation) to ensure robust color detection, as our exper-
iments show that colors in low saturation (< 0.25) are vulnerable
to sensor noises and lead to less accurate hue measurements.

3.2 Assigning Tape Configurations
With the selected set of tape configurations, the next step is to
assign them to cells. An effective assignment should meet two
goals: (1) ensuring robust detection of crossing cell boundaries
and (2) reducing the ambiguity in mapping a sequence of observed
colors to a movement trajectory to facilitate the calibration of IMU
tracking. To achieve the first goal, we assign tape configurations
resulting into colors with higher contrast to adjacent cells, so that
the crossing of a cell boundary produces a sharp change in the
perceived color, which can be more reliably detected even with
sensor noises. To achieve the second goal, we judiciously arrange
the configurations in various consecutive cells, so that a movement
trajectory in a particular direction can lead to a unique sequence
of observed colors. Figure 4(a)-(d) show example shapes of local
regions with three consecutive cells. Figure 4(e) is an assignment
that ensures unique color sequences for each of these three-cell
shapes in Figure 4(a)-(d). These local region shapes and length can
be adapted based on object’s movement characteristics.

Specifically, we formulate our assignment problem as follows.
We assume a grid pattern withM × N cells, L tape configurations
C = {c1, c2, . . . , cL } (recall that each configuration is specific ar-
rangement of the tape layer thickness and orientation), function
d (c1, c2) evaluating the difference between configuration c1 and c2
(e.g., the Euclidean distance on the HS plane), and the setT of types
of local regions (e.g.,T = {t1, t2, t3, t4} in Figure 4) where we aim to
assign unique configuration sequences. LetA denote an assignment,
where A(i, j ) ∈ C, i ∈ [1,M], j ∈ [1,N ], and the multiset of all the
configuration sequences for a type of local region t ∈ T under
assignment A is S (A, t ). The optimal assignment A⋆ maximizes the
minimal difference of tape configurations in any two adjacent cells,
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(a) t1 (b) t2 (c) t3 (d) t4 (e)

Figure 4: (a)-(d) are example shapes of local regions with three con-
secutive cells. (e) is an assignmentwhere any three consecutive cells
with one of the shapes in (a)-(d) lead to a unique sequence of tape
configurations, where a tape configuration is represented as a color.

ALGORITHM 1: findAssignment
Input: M : # of rows, N : # of columns, C = {c1, . . . , cL }: tape

configurations, pairs : usable configuration pairs for adjacent cells,
T = {t1, . . . , tK }: local regions, r : completed # of rows

Output: A: feasible assignment or null
if r < 0 then

return null
else if r = 0 then

for i ← 1 to M do
map[i]← {}
for j ← 1 to K do

pattern[i][j]← {} // assigned tj from row 1 to i
end

end
else if r = M then

return map
map[r + 1]← next (map[r + 1],map[r ], C, pairs )
whilemap[r + 1] , { } andmap[1 : r + 1] has repeated patterns do

map[r + 1]← next (map[r + 1],map[r ], C, pairs )
end
if map[r + 1] = { } then

f indAssiдnment (M, N , C, pairs, T , r − 1)
end
else

for i ← 1 to K do
pattern[r + 1][i]← pattern[r ][i]∪
{sequences added bymap[r + 1] for ti }

end
f indAssiдnment (M, N , C, pairs, T , r + 1)

end

while avoiding repetition of configuration sequences among each
local region in T . Thus, we model the problem as:

Maximize: min
|i1−i2 |=1,1≤i1,i2≤M

or |j1−j2 |=1,1≤j1, j2≤N

d (A(i1, j1),A(i2, j2)) (1a)

subj. to: ∀t ∈ T , S (A, t ) has no repeated elements. (1b)

To solve this optimization problem, we first sort all configuration
pairs inC based on their pairwise differences evaluated by d (·). We
then iteratively search for a feasible assignment. In each iteration
i , only the top-i most distinct configuration pairs are assigned to
adjacent cells and we use a backtracking algorithm (Algorithm 1)
to search through possible assignments and examine whether they
satisfy the constraint in Eq. (1b). We keep increasing i until finding a
feasible solution. Since configuration pairs are sorted in the descend-
ing order of their pairwise differences, the first output assignment
is the optimal solution.

Given that this is a combinatorial optimization problem, our
algorithm entails exponential complexity. However, since the as-
signment is computed only once offline, running time is less a
concern for a relatively small number of cells. In our implemen-
tation with Python, it takes 0.1 second to find an assignment for
49 cells. For a larger number of cells, we will explore approximate
algorithms to speed up computation. We leave it to future work.

We also note that feasible solutions may not exist when the
local regions in T have a short length (i.e., small number of cells),
because short configuration sequences more likely repeat given a
fixed number of configurations. The problem can be mitigated by
increasing the length of each local region where longer sequences
have more combinations to differentiate different trajectories. The
side effect is that it introduces a longer bootstrap latency to output
the tracking locations. Thus, we should carefully configure the local
region length to strike the best balance.

4 DETECTING POLARIZATION PATTERNS
With the polarization pattern projected in the space, the second
component is to detect the pattern reliably. The detection boils
down to detecting the light polarization state at current location,
which manifests as a color observed by a color sensor in a given
orientation. Here the color sensor views through a polarizer atop
sensor’s photodiode array area and monitors light intensity values
on R, G, B channels. Key challenges come from dealing with ambient
light interference and object’s orientation changes, as they both
affect the color perceived by the sensor (§2.2). We address these
challenges via two design elements elaborated as below.

Dual-Sensor Design. To address ambient light interference, we
propose a dual-sensor design, where two collocated color sensors,
each with a separate polarizer atop the photodiode array area, si-
multaneously monitor light intensity values on three color channels.
More importantly, two sensors’ polarizers are arranged in different
orientations: one in 0◦ and the other in 90◦ relative to the object’s
orientation. Since ambient light is typically unpolarized, containing
equal mixture of light waves in different polarization directions,
equal amount of ambient light – light waves with polarization di-
rection that aligns with the orientation of a color sensor’s polarizer
– will be sensed by each color sensor. Thus, we can remove ambient
light interference by taking the differential between two sensors’
values on each color channel. Let R1,G1,B1 and R2,G2,B2 denote
the intensity value observed by each sensor on each color channel,
respectively. Then differential color values can be written as:

∆R = R1 − R2,∆G = G1 −G2,∆B = B1 − B2. (2)

To infer light polarization state (i.e., color) in current location, we
follow the same formulas that convert RGB values to HSV color
space [55], by replacing the absolute R, G, B values with their cor-
responding differential values in Eq. (2). Note that these differential
values can be negative. Existing formulas for calculating hue still
apply but the saturation calculation faces problems, as negative
values can lead to negative saturation and change the saturation
scale. To address the problem, we slightly revise the calculation of
saturation S ′ by adjusting the denominator of the original formula:

S ′ =
max(∆R,∆G,∆B) −min(∆R,∆G,∆B)

2 ×max( |∆R |, |∆G |, |∆B |)
. (3)
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The new calculation guarantees a positive value within [0, 1], and
most importantly, preserves the orthogonality with hue and value
because they are independent. We use the hue and saturation de-
rived from differential color values to determine the best set of tape
configurations (§3.1) and to evaluate the difference (distance on the
HS-plane) between two tape configurations (d (c1, c2) function in
§3.2). With the above process, our implementation ends up with
selecting five tape configurations.

Estimating Impact of Orientation Change. To deal with ob-
ject’s orientation change, we leverage the compass sensor4 in IMU
to monitor object’s orientation. Upon any change in orientation,
we estimate its impact on the differential values (Eq. (2)) observed
by color sensors. Such estimates allow us to correctly identify the
light polarization state at current location and thus recognize color
changes caused by crossing cell boundaries.

To estimate the impact of orientation change, a simple method is
to exhaustively test all orientations at each cell and measure these
values. This method, however, is time-consuming and does not
scale to different environments. Instead, we propose an empirical
model that characterizes the relationship between the object ori-
entation and the light intensity value of each color channel, given
a light polarization state. With this model, we can estimate the
differential color values of the two color sensors, given object’s
orientation and the cell the object is located in. Comparing these
estimated differential values to the actual observed values, we can
then identify whether the object has moved into another cell. This
empirical model will be later integrated in the data fusion algorithm
(§5) to evaluate whether a candidate location matches the observed
differential color values.

Our modeling starts from the recognition that the transparent
tape layer turns the incoming linearly polarized light into ellip-
tically polarized light, as our extensive measurements show. We
hypothesize that it is due to the fact that transparent tapes are made
of uniaxial materials, the simplest type of birefringence materials,
where a single direction (termed as the fast axis) dominates the
optical anisotropy while its perpendicular axis is referred to as the
slow axis. Because of the differences of refractive index in these
two axises, the phases of light on these axises can be retarded. As
a result, a light traversing tapes becomes two linearly polarized
waves with phase difference of 90◦, which are then combined as an
elliptically polarized wave.

In optics, elliptically polarized light can be described as below
using Jones vector [35]:

Jellip =
[

A
B ±Ci

]
, (4)

where A , B ±Ci represent the amplitude and phase of the electric
field in the x and y direction, respectively. The light intensity is
proportional to A2 + (B ±Ci )2. Based on Jones calculus [25], when
an elliptically polarized light passes through a linear polarizer with
orientationθ , the polarization state of the resulting light is described

4Based on our experiments with existing IMUs [4], compass sensor’s output is reliable,
with only 0.53◦ mean error and 0.65◦ standard deviation when the sensor is at rest.
Since we do not integrate the orientation value, the impact of such small error is
negligible.

as

E(θ ) = Jpolar · Jellip =
[

cos2 θ sinθ cosθ
sinθ cosθ sin2 θ

] [
A

B ±Ci

]
, (5)

where Jpolar is the Jones matrix of a rotated linear polarizer [25].
Then the resulting light intensity I (θ ) is:

I (θ ) = E⊺ (θ )E(θ ) = a1 cos2 (ψ − θ ) + a2 sin2 (ψ − θ ) + a3, (6)

where ψ = atan2(B,A), i.e., the direction of the fast axis polariza-
tion, a1 and a2 are terms combining the amplitude and phase of the
elliptically polarized light, and a3 is noise.

We use the above equation to estimate light intensity of each
color channel perceived by a color sensor and thus the differential
value between two sensors. Take the red color channel as an exam-
ple. Assuming the orientation of the two sensors’ polarizers are θ
and θ + 90◦, we can infer R1 = I (θ ) and R2 = I (θ + 90◦). Based on
Eq. (5), we can compute the estimated ∆̃R as below, with omission
of detailed derivations:

∆̃R (θ ) = b · cos(2(ψ − θ )) (7)

where b = a1 − a2. The same model applies to other two color
channels. To find the best-fit parameters Θ = {b,ψ } for each color
channel, we calibrate the model using a small number (e.g., 30 per
tape configuration) of sample measurements. Specifically, we place
the two sensors (each with its polarizer film) collocated with IMU
in each cell and then randomly rotate them. We collect sensor data
on three color channels to compute the differential value on each
color channel and record the corresponding orientation value θ
reported by compass. We apply gradient descent to identify the
optimal parameters that lead to estimates best matching the mea-
surements. Again, taking the red color channel as an example, its
best-fit parameters are:

Θ = argmin
Θ′

(∆̃RΘ′ (θ ) − ∆R (θ ))2 . (8)

The parameters for other color channels are determined similarly.
Note that since the differential color values do not contain ambient
light, for a given luminary, the calibration for each tape configura-
tion needs to be conducted only once and is reusable for different
lights in any lighting condition. Also, given the sampling rates of
IMU and color sensors, the calibration can be done fairly quickly
(within 2 minutes in our experiments). Thus, the overall overhead
of calibration is low.

5 FUSING IMU AND LIGHT DATA
With differential color values sensed by color sensors, the last com-
ponent fuses these observations with IMU data and outputs object
location. Estimation theory [53] in general provides a theoretical
framework for fusing different types of sensory data on the basis of
Bayesian inference. The goal is to estimate the evolution of system’s
internal state (e.g., object location) based on noisy observations (e.g.,
differential color values). In our context, the nonlinearity of the
state evolution renders classic Kalman filter inapplicable. Thus, we
apply sequential Monte Carlo (or particle filter) [14] method to
solve the fusion problem. It has been proven successful in prior
localization systems [67].

At high level, particle filter is a sampling-based approach. It es-
timates the probability density function (PDF) of the system state

Xia Zhou
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using a set of particles (i.e., samples of the state). Each particle is
assigned with a weight that represents the probability of that parti-
cle being sampled from the PDF. At each time step k , we sample
a set of possible states (particles) based on the current estimated
probability density. We then advance (or predict) these particles to
the next time step k + 1 to form a new set of particles based on an
evolution model, which takes into account current IMU measure-
ments. Based on new observations (e.g., differential color values) at
time step k + 1, we then update particle weights and thus estimate
the probability density function. The new density function is used
to re-sample particles and move on to the next time step. We next
elaborate on our model and functions used for sampling particles
and updating particle weights.

Problem Model. We model our problem as follows:
(1) Hidden State: The hidden state vector sk = (xk ,vk ,qk ) at time
k contains object’s 3D coordinate xk , its velocityvk in the global
frame of reference (i.e., with respect to the coordinate system of
a room), and its 3D orientation qk represented as the quaternion
that takes the global frame onto the target frame.
(2) Observations: The observation ck is the observed differential
color values at time k . The relationship between the observations
and state is described by the following conditioning probability:

p (ck |sk ) ∼ N (C (xk ,qk ), Σc ) , (9)

where p (ck |sk ) is the probability of observing ck conditioning
on hidden state sk . We estimate it by assuming ck is normally
distributed with mean of the estimated differential color values
from our empirical model C (·) as described in §4, with Σc as the
covariance matrix of modeling errors.
(3) Evolution Model: As IMU sensors measure acceleration ak (con-
verted to the global frame) and angular velocityω ′k (measured in
the target frame), sk evolves as below [20]:

vk = vk−1 + ak∆t + n
v
k ,

xk = xk−1 +
1
2
(vk−1 +vk )∆t + n

x
k ,

qk = qk−1 +
1
2
qk−1ω

′
k∆t + n

q
k ,

(10)

where nk ’s are the process noises: (nvk ,n
x
k ,n

q
k ) ∼ N (0, Σs ). We

assume all the noises are independent, which means the covari-
ance matrix Σs is diagonal. In our system, qk is computed by the
internal fusion algorithm of IMU. We simply add some noise to the
orientation output from IMU.
(4) Initial State: The initial distribution p (s0 |c0) ≡ p (s0) is known,
where we assume that initially (1) target’s coordinates xk are uni-
formly distributed in the space; (2) the velocity vk is normally
distributed with zero mean; (3) the orientation qk is normally dis-
tributed with mean obtained from the orientation reported by IMU.

Predict andUpdate. With the abovemodel, the tracking problem
is to estimate state sk at time k given all the observations c0:k up
to time k along a trajectory, by constructing the PDF p (sk |c0:k ).
Since deriving the actual PDF is analytically intractable in our
problem5, we use particle filter to approximate the PDF with a set

5Although we assume Gaussian process and measurement noise, the state distribution
conditioned on all previous observations is not necessarily Gaussian, because the
observation model (Eq. 9) and the evolution model (Eq. 10) are nonlinear.

yaw

pitch

roll
A color
pyramid

Figure 5: Color pattern alone cannot differentiate object’s vertical
position within the pyramid from the luminary to a cell.

of Ns particles {(sik ,w
i
k )}

Ns
i=1, wherew

i
k is the weight of particle sik ,∑

i w
i
k = 1. Then, the discrete approximation to the true posterior

probability density is

p (sk |c0:k ) ≈
Ns∑
i=1

wi
kδ (sk − s

i
k ) , (11)

where δ (·) is the multi-dimensional Dirac delta function that only
returns 1 when sk = s

i
k .

We predict the particles of the new state k based on the sampling
importance resampling (SIR) filter [29]. We advance existing parti-
cles {(sik−1,w

i
k−1)}

Ns
i=1 at time k − 1 to time k by drawing samples

from the importance distribution

sik ∼ p (sk |s
i
k−1). (12)

Specifically, we first draw samples from the process noiseN (0, Σs )
and then advance particles according to the evolution model in
Eq. (10). With new observation ck at time k , we then update particle
weights based on the observation model (Eq. (9)) so that particles
conforming to the new observation are favored (update stage):

wi
k ∝ p (ck |s

i
k ) . (13)

A common problem of the SIR particle filter is the degeneracy
phenomenon, where after a few iterations, all but one particle will
have a negligible weight, making the approximation of the PDF
inaccurate. The effect of degeneracy can bemitigated by resampling,
where we generate samples from the discrete approximation so that
Pr{si∗k = s

i
k } = w

i
k and the weights are reset towi

k = 1/Ns .
After each iteration, we identify the cell in which the sum of

particles’ weights is maximal. Then object location is estimated as
the weighted mean of the particles in this cell.

3D Tracking. In 3D tracking, we face the challenge that the color
pattern alone is 2D and thus introduces ambiguity in determining
the vertical position. As shown in Figure 5, when evaluating the
light polarization state at a cell only based on color (hue and satura-
tion), the pattern is the same within a pyramid that connects a cell
on the floor and the luminary on the ceiling. Although the shrinking
of cell sizes as height increases leads to cell-crossing events when
object moves vertically, such events are rare, providing limited
opportunities to calibrate IMU data.

To improve the accuracy in 3D tracking, we extract a feature
related to light intensity, in addition to color, based on the differ-
ential color values. Since ambient light is already removed from
the differential color values, this method is robust against ambient
light interference. In particular, when converting the differential
color values to the HSV space, we derive the value as the channel
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(red, green, or blue) whose absolute value is maximum. Because
the received light intensity is determined by the incident angle, ir-
radiant angle, and distance from the light source to the light sensor,
we apply the following model in that channel to predict the value.
According to the Lambertian model [37], the received light intensity
is Ir = I0 cosm (ϕ) cos(β )/d2, where ϕ is the irradiant angle, β is
the incident angle, and d is the distance from the light source to
the color sensor. I0 and m are constants that are related only to
the lamp6. In each pyramid, the irradiant angle is approximately a
constant because the pyramid is very narrow. Thus, I0 cosm (ϕ) is
a constant for every pyramid that can be estimated a priori. Con-
ditioning on the state of a particle, including the 3D position and
orientation of the color sensors, we can calculate β and d . There-
fore, by adding value in ck , in addition to hue and saturation, we
allow the vertical position to be calibrated using the observed value,
which improves 3D tracking accuracy.

6 PROTOTYPE IMPLEMENTATION

Sensing Unit. Our sensing unit prototype consists of four com-
ponents: (1) two color sensors (AMS-TAOS TCS3472) with polarizer
films. Each sensor (2 mm × 2.4 mm in size) contains a photodiode
array and consumes 2.04-mW active power from our measurements.
Its integration time is configurable (2.4 ms – 700 ms) and we set it
to 50 ms, resulting into 20-Hz sampling rate of the optical signals.
Light intensities of the red (R), green (G), and blue (B) channels are
streamed to the micro-controller via I2C bus. We cover sensor’s
photodiode array area with a 1 cm × 1 cm polarizer film [7] so that
the sensor perceives light polarization states as colors. The color
sensors in our current prototype are saturated when light inten-
sity is above approximately 2000 lux; (2) a 9-degree-of-freedom
(9-DoF) IMU (BNO055 [4]), which integrates a MEMS accelerome-
ter, magnetometer, and gyroscope into a single die with an ARM
Cortex-M0 based processor to fuse all sensor data. The IMU outputs
linear acceleration and quaternions at 100 Hz; (3) a micro-controller
(Raspberry Pi Zero W). We choose Raspberry Pi for its flexibility
and ease of programming. We host the color sensors and IMU on
a shield board and plug the shield board into the Raspberry Pi for
a compact look (Figure 6(a)); (4) an external 500 mAh lithium-ion
polymer battery to power the whole system. For devices with built-
in IMU, micro-controller, and internal power source, we can reuse
these components on the device and only add two color sensors,
further reducing the power, weight, and size of our sensing unit.

Light Cover Layer. We fabricate a light cover using two Fres-
nel lenses [3] (12-cm focal length, 0.15-cm center thickness) and a
0.18-mm thin polarizer film [7] with transparent tape (HOME360™)
stripes applied atop. The polarizer and tapes are sandwiched be-
tween Fresnel lenses.We add the cover to a lamp (CREE XHP70 chip,
7 mm× 7 mm in size) on the ceiling at 2.6-m height (Figure 6(b)).

To create the tape pattern, we cut tapes into pieces and paste
them atop the polarizer film (6 cm × 6 cm) based on the assignment
of tape configurations generated by Algorithm 1. To enhance the
saturation of resulting colors, we arrange the orientations of the
first and last tape layers so that they differ by 45◦. This arrangement
6If we know the irradiance pattern of the light source from the lampshade customiza-
tion and the power of the light, we do not need train the Lambertian model to obtain
those parameters.

disperses the polarization of light rays of different wavelengths to
the largest extent, thus increasing the color purity in a polariza-
tion direction. We employ two lenses to produce sharp cell edges
(Figure 1 and 6(b)). The first lens collimates the light before the
polarizer and tape, resulting in the same incident angles impending
all cells at the first polarizer7, while the second lens projects the
light pattern to a larger area. We create a grid pattern with 6×6 cells.
Each cell is 1 cm × 1 cm, projected to the floor as a 20 cm × 20 cm
cell (Figure 6(c)). The cell size is constrained by our manual tape
pasting/cutting. When manufactured with proper machinery, the
thickness and orientation of the tape layer can be controlled in a
finer granularity (at millimeter-level), producing much smaller cells
to improve tracking accuracy. At the same time, by selecting and
arranging the lenses properly, we can project the light pattern to a
much larger area without losing tracking accuracy, if we maintain
the cell size on the floor through smaller tape cells on the lamp.

7 EVALUATION
Using our prototype, we examine our method based on both sys-
tem performance and user perception of the projected pattern. We
evaluate system performance on tracking accuracy, robustness (i.e.,
dealing with light blockage, ambient light, and orientation change),
tracking latency, and power consumption. A user study is conducted
to examine the impact of the polarization pattern on illumination.

Experimental Setup. We conduct our experiments in a lab set-
ting (Figure 7), where we mount our light cover in front of a lumi-
nary on the ceiling (2.6-m height) and cast a polarization pattern in
a 1.2 m × 1.2 m area on the floor. The color pattern is invisible via
naked eyes (Figure 6(d)). We observe gray lines at cell boundaries
due to artifacts of our tape pasting. We will discuss eliminating
these imperfections in §8.

We examine two types of application scenarios: (1) indoor nav-
igation of autonomous robots on a 2D plane, where we add the
sensing unit to a robotic car [6]; and (2) tracking on-body devices
in the 3D space (e.g., hand controller in virtual reality), where a
user holds our sensing unit in hand while freely gesturing. In both
scenarios, the Raspberry Pi of our sensing unit streams IMU and
light data to a laptop, which then runs the data fusion algorithm
(§5) to output object location 9. We calibrate our empirical model
(Eq. (8)) using data collected under no ambient light, where we turn
off all other artificial lights and close the windows.

To gather the ground truth, we deploy the Vicon motion capture
system [9] by setting up four Vicon MX-F40 cameras around our
experiment area. We attach a retro-reflective marker to the target
object and Vicon cameras track marker’s 3D location at 100-Hz rate.
The mean absolute positioning error of Vicon is less than 2 mm for
dynamic tracking [43]. Given that the tracking rates of Vicon and
our system are different, we synchronize the results by an anchor
frame where the color sensor and Vicon marker are blocked at
the same time. We then associate each tracking output from our

7If light strikes the first polarizer and birefringent film with nonuniform incident
angles, cells with the same tape configuration can have different polarization states
(i.e., different colors perceived by the color sensor).
8With optimized lens to collimate light from the light source, all components (lenses,
polarizer, transparent tapes) can be closely stacked, resulting into overall thickness
less than 1 cm.
9We did not run the fusion algorithm on Raspberry Pi because of its sufficient RAM.
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color sensor

battery

IMU

Pi

polarizer

(a) Sensing unit

Fresnel lens

polarizer & tape

(b) Light cover layer (c) w/ second polarizer (d) w/o second polarizer

Figure 6: Our prototype of the sensing unit (a) and light cover layer (b). As the first lens does not perfectly
collimate light, we have to place the projection lens 12 cm (its focal length) away from the polarizer and
tapes using a 3D-printed holder8. (c) shows the projected color pattern when we place a second polarizer
at the light cover to make the color visible. The pattern otherwise is invisible (d). We place white thin lines
along cell boundaries to ease experiments.

Figure 7: Experiment setup
with four VICON cameras to
gather the ground truth.
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Figure 8: Tracking accuracy in comparison to IMU tracking alone. The locations inferred from our system closely match those from Vicon,
except a few outliers (a). These outliers occur during bootstrapping before the object crosses any cell boundary and the error is quickly
corrected once two or three boundary-crossing events occur (b). Overall the tracking error after bootstrapping is 5.2 cm inmedian, with 11 cm
as the 90th percentile.

system with the Vicon output that has the closest timestamp. The
tracking error is then calculated as the distance between the inferred
coordinate as described in §5 and that from Vicon. Experiments are
conducted during the day by default, where ambient light consists
of sunlight and red light from Vicon. Overall it is measured as
178 lux at the center of the experiment area. We examine more
ambient light settings in §7.2.

7.1 Tracking Accuracy

2D. In 2D tracking, the robotic cart freely moves in our experiment
area for 2 minutes for 10 rounds. In addition to our method and
Vicon, we also include the results by only integrating IMU data,
which serve as a baseline to examine the efficacy of light-based
augmentation. In the IMU-alone case, we assume the object’s initial
displacement and velocity are known as priors, while our method
has no prior knowledge of the initial location. For both methods, we
ignore acceleration data below 0.1 m/s2 to discard small-magnitude
acceleration due to environmental factors (e.g., vibrations).

We plot the tracking results from our system, Vicon, as well as
IMU-alone tracking in the 2D plane (Figure 8(a)), where the arrow of
each point indicates the direction of velocity. Our main observation
is that the trajectory inferred by our system closely matches that of
Vicon, except a few outliers in the beginning. In comparison, the
trajectory integrated from IMU data alone deviates quickly from
the actual trajectory and cannot be calibrated later (beyond the
figure border and thus not shown). The result demonstrates the
efficacy of calibration provided by the light polarization pattern.

To further examine the outliers of our tracking results and the
evolution of the tracking error, we plot the time series of tracking

(a) Bootstrapping stage (b) After crossing cells

Figure 9: Particle filter in 2D tracking: particles are triangles, with
arrows as moving directions and colors as predicted colors. For
clean illustration, we show only 200 particles uniformly sampled
from 1024. Vicon output is the black circle while ours is a circle
with color based on Eq (2). Particles are in multiple cells in boot-
strapping (a) and quickly converge to the correct cell after a few
boundary-crossing events (b).

errors in Figure 8(b), where we mark in red bars the time points
when a boundary-crossing event occurs. After the bootstrapping
stage, the valleys of the tracking error are not always perfectly
aligned with cell-crossings, because only cell-crossings with strong
color contrast decrease the error dramatically. In some rare cases
where the colors of adjacent cells are less contrastive, the cell-
crossing does not reduce the error as much. We also plot the state
of the particles in the 2D plane in the beginning of the tracking, and
after a boundary-crossing event occurs (Figure 9). We observe that
these outliers are from the bootstrap stage before any cell-crossing
events occur. Observing a single polarization state cannot narrow
down object’s location to a single cell, leading to higher location
errors (Figure 9(a)). However, the error is quickly corrected once
two or three boundary-crossings occur (Figure 9(b)).
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Figure 10: Accuracy of 3D tracking with and without adding the
feature related to light intensity.

From Figure 9, we also observe that tracking errors are bounded
within 20 cm, which is the cell size on the floor. This is because
from the observed light pattern and device orientation, the system
knows that the object does not move out of a particular cell, and
thus effectively bounds the tracking error, even in the worst-case
scenario when the object stays stationary for long. Furthermore,
the tracking errors grow in between the boundary-crossing events,
because only IMU data are used to infer object location. The error is
quickly corrected upon each boundary-crossing, which explains the
fluctuation of tracking errors over time. Overall, as we plot the CDF
of tracking errors in Figure 8(c) that excludes the bootstrap stage,
the median tracking error is 4.3 cm and the 90th percentile error is
8.1 cm. In comparison, the error of IMU-tracking is unbounded.

3D. In 3D tracking, a user holds our sensing unit in hand while
freely gesturing in the 3D space. We plot the time series of the track-
ing error in Figure 10(a) along with the elevation change over time.
We also include the results when we remove the feature related
to light intensity from the data fusion algorithm and use only the
boundary-crossing events for calibration. This allows us to examine
the efficacy of adding the light intensity feature for 3D tracking.
Figure 10(b) further compares the CDFs of errors for these two
cases. We make two observations. First, 3D tracking error is slightly
higher than 2D given the limited calibration opportunities offered
by vertical boundary-crossings. The larger errors occur mainly in
the beginning of the movement when the system is still accumulat-
ing observations from color sensors. The error gradually decreases
as more calibration events occur. Second, adding the feature related
to light intensity greatly drives down the tracking error, where the
median error decreases from 33 cm to 10 cm. Note that the intensity
feature is currently calculated based on the predicted differential
color values using training data collected on the floor. With a few
sample measurements at other heights for training, 3D tracking
accuracy can be further improved.

7.2 Tracking Robustness
We next conduct experiments to examine system robustness against
object’s orientation change, light blockage, and ambient light. We
use 2D tracking as an example and the result holds in 3D scenarios.

Object Orientation. We start with examining the tracking accu-
racy as object changes its orientation duringmovement.We conduct
experiments with the robotic cart moving on the floor, where the
cart gradually varies its orientation (yaw). In Figure 11, we plot the
tracking error and its yaw orientation over time. We observe that
the tracking error remains within 15 cm as the orientation changes.
It indicates the efficacy of our empirical model in §4 in predicting
the impact of orientation change. It allows the data fusion algorithm
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Figure 11: Tracking robustness against object’s orientation change
and light blockage.
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Figure 12: Impact of ambient light on empirical model accuracy.

to correctly identify color changes due to boundary crossings and
calibrate IMU tracking. We will elaborate on the accuracy of our
empirical model later in Figure 12.

Light Blockage. We next examine how our system deals with
occasional losses of light signals, which can be caused by either
blockage from other objects or entering coverage holes in the 3D
space. We experiment with the robotic cart moving on the floor,
where we occasionally block the two color sensors for 1.3 seconds
(Figure 11).Wemark the blockage duration as a blue bar.We observe
that the tracking error starts to increase during this period, as no
light pattern is observed for calibrating IMU tracking. Since the
particle filter method is unable to calibrate the position in the
update stage, it outputs the prediction using the IMU data, leading
to increasing error. Once light signal becomes available, the system
quickly corrects the tracking error based on newly observed light
pattern, indicating that the system gracefully handles losses of light
signals. The re-initialization is required only when the blockage
period is too long (e.g., > 5 seconds). In this case, the system needs
to re-enter the bootstrapping stage, which often takes two or three
cell-crossing events to recover tracking.

Ambient Light. Finally we examine the impact of ambient light.
We conduct experiments under different ambient light conditions:
daytime with sunlight (178 lux) and nighttime with fluorescent
lights (232 lux) close to our luminary. In both cases, the red light
from Vicon also contributes to ambient light interference and is
measured 20 lux at the center of our experiment area. Ambient
light is unpolarized in our experiments. We observe similar track-
ing performance in all these conditions. It demonstrates that our
dual sensor design effectively mitigates the interference from un-
polarized ambient light. We omit the figure in the interest of space.

We also examine the impact of ambient light on the accuracy
of our empirical model (§4). Given that the data used to calibrate
the model are collected under one lighting condition, we aim to
examine its prediction accuracy in different light conditions. To do
so, we collect the differential color values using two color sensors
in five ambient light settings: under 5 lux with all lights turned off,
89, 180, 377, and 440 lux with different florescent light turned on
respectively. We randomly rotate color sensors in different cells.
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Figure 13: Tracking accuracy with different numbers of particles.

We then calculate the hue, saturation (Eq (3)), and value (used in 3D
tracking) based on measured differential color values in these five
settings. We compare them to that calculated based on predicted
differential color values from our calibrated model. We plot the
accuracy of the predicted hue, saturation, and value in Figure 12,
where value is scaled based on the maximum. We observe that
prediction accuracy is the highest under the darkest condition (<
5 lux), as it is the closest to the setting where calibration data
were collected. Ambient light difference affects prediction accuracy
because the polarization of the ambient light is not completely
uniform. Across other settings, however, the difference of prediction
accuracy is negligible. The result demonstrates the accuracy of the
calibrated model in predicting differential color values in other
different lighting conditions.

7.3 Practical Considerations

Tracking Latency. The tracking latency of our system depends
on the number of particles in the particle filter algorithm (Fig-
ure 13(b)). More particles represent the posterior state distribution
more accurately and yet also entail higher time complexity. To
identify the particle number achieving the best tradeoff, we run the
particle filter algorithm offline with different numbers of particles
and plot the CDFs of tracking errors in Figure 13(a). We observe
that the accuracy saturates once the number of particles reaches
1024. Thus, we use 1024 particles in our experiments. The average
tracking latency for 1024 particles is 7.18 ms with our current C
implementation of the particle filter algorithm. It can potentially
support tracking rates up to 140 Hz.

Impact on Illumination. Finally, we examine user’s perception
on the projected polarization pattern via a user study. We set up
two lights on the ceiling, one without our light cover and the other
with our cover. We mount the lights behind the ceiling tiles so
that participants cannot differentiate the lights based on the look.
We cut two holes on the tiles to allow light rays to pass through
and illuminate two areas (A, B) on a table beneath. We invite 33
participants (9 females, 22 – 37 years old). Each participant stands or
sits around the table for 30 seconds and then fills in a questionnaire
with following questions: (1) Do you feel the light in location A (B)
comfortable? (2) Do you think the light evenly distributed in location
A (B)? (3) Do feel the light intensities/colors in two locations are
different? Participants rate their answers from 1 (worst) to 5 (best),
not informed of the study purpose.

Our results show that the mean comfort score of location A
(without our light cover) and B (with our light cover) is 4.03 and 4.15,
respectively, and the mean score on light uniformity of location
A and B is 3.75 and 3.87, respectively. The differences between
scores of location A and B are negligible, verifying that the effect

of our light cover layer is negligible. The mean scores on the light
intensity and color difference between two locations are 4 and
3.5, respectively10. The color difference is partly contributed by
surrounding objects in the environment. Overall, no participant
perceives any color pattern. The results confirm that our light cover
layer does not affect normal illumination.

8 DISCUSSIONS
Advanced Polarization Patterns. Our current study considers
a grid polarization pattern for its simplicity. Other types of patterns
are worth future explorations as we move forward. For instance,
a hexagon cell shares boundaries with more (6) cells than a cell
in grid pattern (4). Thus a boundary crossing better differentiates
moving direction. Another possibility is to generate a pattern based
on a De Bruijn sequence [27]. It allows a color sequence of visited
cells to be unique within a large pattern. Additionally, to generate
patterns in finer granularity, we plan to explore more advanced
manufacturing methods to fabricate the birefringent film. It will
further boost tracking accuracy as the maximal tracking error is
bounded by the cell size. Our key design components are general
and apply to other types of patterns.

Pattern Imperfections. With our current prototype, we observe
imperfections in the projected pattern, including gray boundary
lines, subtle differences of cell sizes, and slight pattern distortion
near coverage corners. These imperfections are due to multiple
factors, such as our imperfect manual cutting and application of
transparent tapes, and artifact of our lenses. They can be accounted
for via a quick one-time calibration, where we collect information
(e.g., take a photo) of the projected pattern and build a mapping to
translate any 3D coordinate to a cell. Moreover, pattern imperfec-
tions can also occur because of the gradual aging and distortion
of the fresnel lenses in close range of the heat dissipated from the
LED. As an example, the fresnel lens in our prototype is made of op-
tical PVC with maximum operating temperature around 60◦C [12].
We observe lens distortion after 5-month use. This problem, how-
ever, can be mitigated by using lenses made of more heat-resistant
materials. Overall the problem of pattern imperfections is not funda-
mental to our approach and can be eliminated using more advanced
photonic devices and materials in mass production.

Diverse Luminary Types. While our current prototype is for a
point light source, we can extend our design to diverse luminary
types (e.g., light panels, elongated fluorescent lights, and recessed
lights), by adapting the shape of the first lens after the light source
(Figure 1). As long as light rays passing the first lens are collimated,
the other layers (i.e, polarizer, birefringent film, lens for projec-
tion) of the light cover remain the same. Optimizing lens shape for
collimating incoming light rays has been studied in optical lens de-
sign [22, 51]. We will explore these methods to design light covers
for other types of luminaries.

Extending Coverage. With a single luminary, our current ex-
periments are within a limited area. To expand the sensing cov-
erage, we will examine scenarios with multiple lights that jointly

10Although the low-cost polarizer (42% transmission ratio) in our light cover degrades
light intensity, Fresnel lens concentrates light into a smaller region, which compensates
for the degradation from polarizer, rendering area B slightly brighter than A.
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generate a spatial polarization pattern covering a large area. Key
challenges arise on possible overlaps of adjacent lights’ coverage
regions, where cells in the overlap region contain mixed light polar-
ization states. To mitigate the overlap, we will consider regulating
the coverage shape of each light. This can be achieved by opti-
mizing the shape of the projection lens, a well-studied problem in
computer graphics [74] offering solutions for our test. If coverage
regions of multiple lights overlap significantly, it is not necessary
to augment each luminary. Instead, we can select to augment a
subset of luminaries that collectively cover the space of interest.
If small gaps remain between lights, it is similar to scenarios with
temporary light blockage and thus can be addressed by sensor fu-
sion with IMU. Furthermore, when extending to multiple lights, our
system only needs 3D positions of luminaries as the input, without
the need to map a floor or fingerprint each cell.

Sensor Orientation. In our current experiment, we have placed
the sensing unit atop the tracking object where the color sensors
are kept facing the ceiling. In scenarios of integrating our sensing
units with wearable devices (e.g., smart watches), sensor orientation
can vary depending on the body movement (e.g., wrist rotation,
arm movement). As a result, light from the augmented luminary
may occasionally be outside sensors’ field of view and thus not
perceived by the sensors. To support various sensor orientations,
we will consider adding multiple pairs of color sensors each facing
a different direction. It increases the sensing unit’s angle diversity
and reduces the likelihood of not perceiving the light pattern. The
overhead of additional light sensors is small given their small size
(e.g., 2 mm × 2.4 mm) and low power consumption (e.g., 2 mW).

9 RELATEDWORK

IMU Calibration. Prior studies have revealed IMU’s serious drift
in orientation and location estimation [63, 64, 75]. Prior methods
calibrate IMU with or without high-end equipments. In particular,
[45] uses accelerometers to calibrate gyroscope, while [44] leverages
a thermal chamber to reduce the impact of the thermal drift. Other
approaches [16, 24] combine the three-axis effect of physical signals
such as local gravity, earth’s rotation and the magnetic filed without
the assistance of high-end equipments. They, however, require user
involvement to move sensors and thus are not applicable in robotic
applications (e.g., autonomous drones).

Recent research then focuses on calibrating IMU using known lo-
cations as landmarks, such as GPS signals, outdoor landmarks [19],
footsteps [30, 40, 64], Wi-Fi signal strengths [23, 54, 60], maps [1,
18, 39, 47, 65, 69], or visual features [31, 36]. Our approach differs
in that we study finer-grained light patterns as landmarks. Though
some studies [28, 34, 67] have considered fusing light with IMU for
indoor localization, they exploit coarse light features and target 2D
localization. For example, [67] leverages the rise of light intensity
as a user approaches a light source to calibrate IMU, achieving a
mean location error of 38 – 74 cm. Our approach proposes a novel
light pattern to significantly improve the localization resolution
(cm-level) and enable 3D tracking.

Light-based Localization. Active research has studied the use
of visible or infrared light for indoor localization. Some modulate
lights to broadcast anchor signals, while the others exploit inherent

light features. The former uses photodiodes or cameras to detect
anchor signals, estimate distances to each LED, and infer their loca-
tions [13, 38, 41, 48, 66, 68]. Among them, [68] leverages polarized
lens to create coarse-grained light patterns, [13] generates OFDM-
based anchor signals, and [66] covers infrared lights with a rotating
lampshade to emit coded signals. [21, 62] design active polarization
patterns for 3D tracking and long-range communications. [42] en-
ables a single light of LED arrays to blink a unique frequency at each
pixel. Those systems however all need considerable costs of modi-
fying the lighting infrastructure. The latter exploits ambient light
features for coarse-grained (room-level) localization [15, 28, 50].
Later designs [49, 71, 72, 76] identify physical features of individ-
ual lights to further reduce localization errors. Overall, light-based
localization alone is vulnerable to light blockage and ambient light,
and thus unable to achieve reliable localization in practice. Our
design combines light and IMU to embrace the precision from light
and reliability from IMU.

Camera-based Tracking. Optical motion capturing systems,
such as OptiTrack [10], Vicon [9], and PhaseSpace [11], track retro-
reflective markers using an array of customized cameras. They are
widely used to collect the ground truth to evaluate other tracking
technologies with inertial sensors [56], vision [70], or RF [61]. De-
spite millimeter-level accuracy [10, 43], those systems are expensive
($600–$6000 per camera) and require special perceptible lighting.
In comparison, our method entails lower cost and reuses existing
luminaries. Markerless optical motion capturing technologies em-
ploy cameras to reconstruct the skeleton, head pose, and/or facial
expression using vision algorithms [33, 52, 73]. Those algorighms
require a large dataset (hundreds of thousands of training images)
to robustly track users in different body shapes and sizes in varied
poses [33, 52, 73]. Our method does not require training to track
various objects.

10 CONCLUSION
We studied augmenting IMU tracking with well-designed, static
light polarization patterns that are created by covering an exist-
ing luminary with a thin cheap polarizer with specially-arranged
transparent tapes. The imperceptible pattern is detectable by color
sensors viewing through another polarizer and thus constrains a
collocated IMU’s drift errors. We investigated the design and de-
tection of the light pattern, as well as the fusion algorithm with
IMU data. Our prototype experiments demonstrated the tracking
accuracy and robustness of our approach.
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