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Abstract—The pervasiveness of cell phones and maobile socialto capture how citizens interact with the urban environment
media applications is generating vast amounts of geolocabd Nevertheless, this approach has some limitations sucheas th
user-generated content. Since the addition of geotaggingfor-  yagiliency of citizens to provide such information or thestof
mation, Twitter has become a valuable source for the study . . - . . L .
of human dynamics. Its analysis is shedding new light not run_nlng ql{estlonnglre?}, which highly I'm'ts_ the frequemath
only on understanding human’ behavior but also on modeling Which the information is captured. Alternative approachiezh
the way people live and interact in their urban environments as GIS (Geographic Information Systems) provide satellite
In this paper, we evaluate the use of geolocated tweets asimagery that might reveal land use information throughorisi
a complementary source of information for urban planning  tachniques. However, such techniques fail to provide real
applications. Our contributions are focussed in two urban ganing .. . . N
areas: (1) a technique to automatically determine land usen time information as 'mag_es are not captured frequently. In
a specific urban area based on tweeting patterns; and (2) a Order to overcome this issues, our research seeks a cost-
technique to automatically identify urban points of interest as effective approach to capture land uses and landmarks using
places with high activity of tweets. We apply our techniquesn  the information provided by geolocated tweets.

Manhattan (NYC) using 49 days of geolocated tweets and validate 1o approach presented in this paper exclusively makes use

them using land use and landmark information provided by . . .
various NYC departments. Our results indicate that geolocted  ©f SPatial (geo-tagged) and temporal (time-stamped) méor

tweets are a powerful and dynamic data source to characterg tion, without a}ccessing person_al details or the c_:ontenhef t
urban environments. tweets. By doing so, our techniques preserve privacy ard als

can potentially be applied to any other mobile social media
dataset with geolocation information. Our main contribog

Cell phones have become one of the main sensors of hunaaa: (1) a technique to automatically identify urban landsus
behavior, thanks, among others, to their growing penefratii.e., determine the type of activities that are most common in
and wealth of user applications. As smartphones and data plapecific urban areas based on tweeting patterns; (2) a trehni
become more affordable, we are witnessing a worldwide shift automatically identify landmarkise. localize urban points
towards mobile social media applications such as Whatsapj,interest as places with high activity of tweets; and (3) a
Facebook, Twitter, Foursquare or Flickr. From messaging poeliminary validation of our techniques in Manhattan(NYC
social networking, these tools are used by citizens on the gsing49 days of geolocated tweets and land use and landmark
In fact, the mobile nature of cell phones promotes the use information provided by various NYC departments.
such applications anytime, anywhere, thereby generatisty v The rest of the paper is organized as follows: Section Il
amounts of human behavioral information. Additionally,mpa presents related work in the characterization of urban land
mobile social media applications allow users to add geeloaase and landmarks based on user-generated content. After
tion information to their profiles or to the information theythat, we describe our technique to automatically identify
share, enhancing the richness of the behavioral datasats. Iend use and its evaluation in Manhattan in Sections Ill and
example, Twitter offers the possibility of recording theets IV, followed by our technique to detect landmarks and its
geographical coordinates each time a tweet is generated. Elraluation in Sections V and VI. Finally, Section VII preten
research presented in this paper focuses on understardingtie conclusions and future research lines.
usefulness of geolocated twitter datasets as a complemgenta
information for urban planning applications.

Urban planning is a process that focusses on the control andhe rise of location-based services, from social networks
on the design of urban environments in order to increase tttemicroblogging sites, has opened a plethora of new relsearc
well being of citizens. Two of the main processes concernigeas that take advantage of the location data. Reseahaars
urban planing are the characterization of urban land uegplored how information propagates geographically [2], [
and the identification of urban landmarks. For that purpodeave quantified influence across geographical areas [3], [4]
urban planners require, among other things, large amouhts/ze modelled trending topics in specific urban environsient
of data on urban land use and landmarks in order to mald, and have studied the topological characteristics @& th
public policy decisions. Such information is typically bated social networks that location-based services might crgte
through direct observation or using questionnaires thatgit [7].

I. INTRODUCTION

II. RELATED WORK



Focusing on twitter, some authors have used geotaggedVe present a method to automatically identify urban land
datasets and its content to study and characterize human asés from geotagged tweets using exclusively the spatial (|
crowd mobility. Wakamiyaet al. [8] and Fujisakaet al. [9] calization) and temporal (timestamp) information. Our moek
studied how to exploit geotagged tweets and the semanticscofisists of two main components: land segmentation and land
its content to interpret individual and crowd behaviier,how use detection. Given that we want to identify land uses in
individuals and groups of people move across geographical different urban regions, we first need to partition the land
eas. The authors propose models of aggregation and dispergito different segmentslgnd segmentatign which can then
as a proxy to understand the bursty nature of human mobilibe characterized by its tweet usage. The second component
Similarly, Kinsellaet al. [10] used geolocated tweets, togetheiocuses on understanding common tweet uses across land
with their content, to create language models at varyingltev segments and identifying how these behavioral pattern&tmig
of granularity (from zip codes to countries). The authors uselate to land use. The following two sections describe each
these models to predict both the location of the tweet and thkase in detail.
user based on location changes. Building on these resudts, w
propose the use of twitter datasets to identify and chaiiaete A. Land Segmentation with Geotagged Data

land uses gndllandmgrks. ) ) _ There are a variety of techniques that can be used to par-
There exist interesting results using geotagged 'n,fomat'tition a geographical area into different land segmentsgra
from Foursquare and Fl'?kr to rlnodell land Lrjlse n urgaiﬂg from administrative municipalities to grids or clustey.
environments. Eor exampe, N(.)u & al. [11] have use However, we seek a technique that preserves the topological
the geologgted mformat_lon provided by Foursquare_ to mOdﬁ"rloperties of the geolocalized tweets, while respecting th
crowd activity pgtterns in London and New York_ City USINGyctual shape of the geographical area under study. For that
spectral clustering. The authors then characterize thie- aCteason, we propose to use Self-Organizing Maps which have

ity patterns identified by the clusters using the predefin%(éen shown to be very efficient for spatial clustering puegos
Foursquare categories that give an indication of the ty[?ﬁg] [14], [15], [16].

of check-in location (restaurants, academic, etc.). Ashsuc
this approach gives an approximated understanding of Ia]q
use. However, it's highly limited by the predefined categsri be
described in Foursquare and it's not validated to undedstago
the accuracy of the results. In a related work, Cranedll

al. ]!12] Lljseg a dka}tasetj[ oftﬁeotaﬁge?tr? hOtOSI dfr(')l'r;: Flil(;khr fRe 1atitude & longitude pairs that represent the geolaeali
perform fandmark location troughout the world. The aushof,q qtg over a period of time for a specific urban area. Thus, we

used the mean-shift algorithm to detect landmarks as areas, 4 soM to build a map that segments the urban land into
with high numbers of geolocated pictures. The results we

lidated with b ional and litati ach {;%ographical areas with different concentrations of tweet
vall ate W't an o servational and qualitative appro tthe time period under study. The SOM consists of a collection
informally identified many of the landmarks agll known

s of int ¢ of N neurons where each neurenis related to a weight
points of interest. . ... vectorw(n) that represents the coordinates of the neuron in
Our research builds on previous work and is similarl

iivated. H h Wo sianificant | mr'b}he map. Neurons are organized in a ghidg|, with N =
motivated. Fowever, there are two significant novel coneib , q.- The neurons are initially geolocalized at random within
tions: (1) the use of geolocated tweets (without contentand

. callv d land dland the boundaries of the mae., the initial neuron weights are
semantlcs)_to automatically detect land use and landmar KE, assigned randomly within its axis. During the SOM training,
(2) the validation of our results againsefficial information

the neurornm most similar to a given geolocalized tweet

on land use gathered by Iocal_governments, rather thaT‘ USibates its weight. Similarly, neighboring neurons are als
predetermined tags or evaluations based on popular wisdo[Jyateq using a neighboring functidrim, n). The training

I11. | DENTIEYING URBAN LAND USES update rule is given by the following equation:

Urban Iand-use.planning is a branch _of public policy t_hat Wi 1(n) = we(n) + aghy(m,n)(x — wy(n)) 1)
focuses on regulating land use in an efficient way. Professio
planners in the public and private sectors typically camy owhereq; is the learning rate that decreases monotonically in
research to understand land uses in the community untiere. The neighboring functiork,(m,n) also decreases its
evaluation. Their main methods include public gatheringgifluence in time and space: the further neuroris from
guestionnaires or GIS image analysis, among others. Homeuronm, the smaller will be the neighboring value, and thus
ever, as mentioned earlier, such methods might involve hitgss significant will be the update. For this reason, a common
expenses as well as a lack of real time information. In the neshoice for the neighboring function is a Gaussian with its
two sections, we study the possibility of using geolocalizewidth parameter decreasing in time.
tweets to characterize urban land uses and explore whetheBince we can choose any initial siZg, ¢] for the map,
these can be used as a complement to traditional land-os# method explores different map sizes and selects as the
analytical approaches. best land segmentation map the topology that minimizes the

Self-Organizing Map (SOM) is an unsupervised neural
work (NN) that reduces the input data dimensionality to
able to represent its distribution as a map. As a result,
M forms a map where similar samples are mapped close
together and dissimilar apart. In our case, the input daga ar



Tota|DatasetMean 4) The final activity vector f(_)r land segmentis repre-
World 24130423 | 492457.61 sented as the concatenation of weekday and weekend
Manhattan| 247381 | 5048.59 average activity vectorX’; = { X wkd, Xs,wkn } and is
normalized as:
TABLE |
DATASET CHARACTERISTICS
N X(t
Xs(t) = 72 S( ) 79 : (3)
Weekdays Weekends t=1 Xsywkd(t) + Zt:l Xsﬂwkn(t)
Total Mean Total Mean ) )
Manhattan | 184757 | 5278.77 | 62624 | 4473.14 In the end, each land segments represented by a unique
activity vector X, with 144 elements representing the average
TABLE Il weekday and weekend tweeting activity computed in 20-
DATASET CHARACTERISTICS FORMANHATTAN CONSIDERING . f
WEEKDAYS AND WEEKENDS minute timeslots.
We use the activity vectors of all land segments to automat-
ically identify and characterize urban land uses. In ordetd
_ _ o so, we use the k-means algorithm to reveal clusters of common
Davies-Bouldin clustering index [17]: tweeting behaviors across land segments [20]. The landfuse o
L& each cluster can be derived by analyzing the activity vesctor
DB = =~ max (ﬂ) (2) of the regions comprised within the cluster. It is important
N d(wi, w;) to clarify that our research focuses on identifying the main

land use of each cluster, although there might be other minor
Pf;]lnd uses associated to it. However, this is not a drawback of

standard deviations; ando; i # j and maximize the distance 2" method since land Use maps computed by urk_Jan plann_ers
\ typically associate a unique land use to each region. Sectio

between cluster representatives, ensuring that even thst : . . .
disperse clusters foncentrate its pointsg(geolocatedmw:% will show evaluation details about how the method is used
o identify and validate land uses in Manhattan.

inside a compact cluster. ) o
At the end of the training, we obtain a map where each Given that k-means depends on the initial random selected
neuron represents a pointer to a region with a high density eds a]?dl thgt I needs.éo spemfy beforehand the nhurgber of
tweets. Additionally, areas with larger concentrationsndets clusters (_an uses) to identify, we execute our method one
Jﬁmdred times for each value = 2,...,10 and select the

will have larger numbers of neurons geographically locat ) . R
nearby. Finally, we apply Voronoi tessellation considgrine value of k£ that outputs the highest silhouette validity index
' The silhouette validity index is computed dividing a

location of the neurons so as to compute the land segme%]'

that each neuron represents. These land segments are usécpe ure f)f intra-clustersimilarity by a measure of inieste_r
the elements for the characterization of land use issimilarity. Since we seek well-separated clusters wilar

samples, we aim to maximize the index to obtain the best
B. Detecting Urban Land Uses partition of the data.

In order to detect different land uses in an urban region, v}/ﬁOnce the best value of is selected, the method outputs

first characterize each land segment in the Voronoi tesiella e clusters of Ignd segments. In order to analyze the typg c.)f
: . L land use associated to each cluster, we average the activity
by its average tweet activity. These tweet activities aenth

: : vectors of all the land segments in the cluster and compute
used to identify common land uses across land segments 9 P

Tweet-activity vectors are built following the ideas p an‘average activity vector that re;loresents the tweetingityct
in [18], [19], where each land segmentis characterized by

for that clusteri.e., X, = %,c = 1,....k wherem
a vector X representing the average tweetting behavior S the number of land segments in clusterNext section
follows:

presents an evaluation of our method with tweeting activity
o ] ) from Manhattan and shows how to identify and validate land
1) An activity vectorz, ,, for land segment is built for o
each dayn = 1, ..., d in the twitter dataset.

2) Each day: in the activity vector containg2 components
xs.4(t),t = 1,..,72 where each one represents the
number of tweets generated in segmerduring a 20-
minute intervalt in day d.

3) An average activity vector for land segments com-
puted for both weekdayX’; ., and weekends(s .k

DB value will minimize the maximum sum of a pair of

IV. EVALUATION OF LAND USES INMANHATTAN

In this section we first describe the twitter dataset we use
to evaluate land use in Manhattan. Next, we describe how
to apply our method to carry out land segmentation with the

S a1 " geolocated tweets and to identify clusters of common twegeti
as Xsuwka(t) = =2=t==t =1 -, 72 wheren is  activity. We finish the section identifying possible landesis
a weekday andX .k, (t) = M,t =1,...,72 in Manhattan and validating our results against land usa dat
wheren is a weekend day. retrieved from various open NYC datasets.



Fig. 1. Land segmentation process with Twitter: (left) daténts, (center) centers of activity computed with SOM arighf) Voronoi tessellation.

A. Twitter Dataset Our final Twitter dataset consists ¢ days (seven weeks) of

eolocated tweets worldwide from October 25th to December
. : o : th, 2010. Although our study focuses on Manhattan, we
geospatial location. Specifically, users can set their gauig collected tweets worldwide mostly for sanity purposes. We

ical location by specifying a city or region by themselves e . .
. . . . . served that the dataset contained a considerable ambunt o
by allowing Twitter to track their GPS longitude and latitud fixed locations (probably GPS-enabled, non-mobile terfg)na

coordinates. Whe_n a new tweet is produced, Twitter recor th large numbers of daily tweets. We posit that these might
th'e geogrgpmcal information of the.user at that moment)galort?late to mobile advertising companies sending commeuotial
with a variety of other meta data. Given that we want to mOdPers to mobile terminals. However, since these locationsato

Egg;:;:g:;gnin _?;?gnvsgvc;]ol;r:;?;&:"&;?:'\:vehgfeh:z[?;?rr]epresent mobi!e users that can provide information réggr_d

is automatically récordéd by Twitter trough the GPS and nlfand use, we eliminate them frpm Fhe dataset. In order (@ fllte

self-reported by the user. It is important to highlight thnag em, we apply the following filtering ruIe:. any GPS location
' that generates more than tweets per day is eliminated from

f‘r:g g;éi;;tireligglg; tgﬁ ds'lj::ailtjgg ég?r%?r::;gfgrsm@gﬁnathe dataset (remember that for privay purposses we do not
o 9 onsider user identifiers, and as a result filtering is done at

timestamps. Thus, no personal identifiers or tweet contasrsltl'é.7N

. . . .GPS location level). As a result, approximately% of the
been collected or is required to apply our method to identi eets are eliminated.
urban land uses.

The process of collecting tweets was facilitated by the Tables | and Il show the general statistics for the dataset
Twitter API. We used the Twitter Streaming API [22] to gathecollected describing the total and average daily numbeeof g
geolocalized tweets in near real-time. The streaming API etagged tweets worldwide and in Manhattan during the period
ables a high-throughput stream to be established with @wittunder study. We can observe that Manhattan is responsible
by which a large volume of public statuses of tweets can li@ approximately 1% of all the geolocalized tweets and,that
gathered. Specifically, the Twitter steaming API provides @ average, the tweeting activity in Manhattan is higher in
sample of all tweet public statuses, currently about onegydér the week than during the weekends. Finally, Figure 1(left)
of the full Firehose set of tweets. Finally, we relied uposhows the geographical representation of all the tweetsiin o
the Tweepy [23] library for establishing the long-lived HFT Manhattan dataset where each dot represents a geolocalized
stream and for consuming the data received in JSON formiateet.

Twitter users are allowed to tag tweets with their curre



E| 2 3 4 5 6 7 8 9 10
S | 0.488 0.4960.506 0.491 0.471 0.457 0.451 0.455 0.463

TABLE Il
MEAN SILHOUETTE VALUES

B. Land Segmentation and Land Use Clustering

As explained earlier, our method first trains a SOM with the
geolocalized tweets to divide Manhattan into differentdlan
segmentss characterized by their tweet activity vectdf,.

The SOM is trained with a varying number of neura¥isand

the value with the minimum DB index is selected as the best
distribution on neurons (centroids of land segments). &inc
SOMs preserve the geographical information, neurgnmaust

be geolocated within the area of Manhattan. For this case we
consideredV in the rangeN = [10, ...,100], with N defined
asN =p-q p,gq > 1, pq € N. The values ofp andq
define the number of neurons considered in each axist

the north-south axis angin the east-west axis (we leave out
the cases wherd&' is a prime number). Given the rectangular
shape of Manhattan, we only consider cases in which q.

For examplen = 10 would define an initial grid withp = 5
andq = 2 and andn = 12 would generatép = 6,¢ = 2) and

(p =4,q= 3)

Due to the randomized nature of the SOM training stage,
100 SOMs are trained for each pdjr, q) with N = px*q €
[10,...,100] and their average DB index is computed. The
minimum DB index obtained has a value of 0.3569 and is
associated taV = 64 neurons with withp = 16 andq¢ = 4,
which adapts nicely to the geographical shape of Manhattan.
Figure 1(center) shows thied SOM centroids after the training
process. We observe that the Midtown area, where the best par
of the tweets are geolocated (as shown in Figure 1(lefthash
a high density of neurons; whereas the north of Manhattan,
with a scarce number of tweets, has a much smaller number
of neurons. Finally, the land segmentation is computed by
applying Voronoi tessellation [24] to each SOM centroidtie t
two-dimensional space as shown in Figure 1(right). The final
land segmentation consists®f land segments. Each segment
is characterized by its Twitter activity vectar, which hasl44
components, the first2 describe the tweeting activity during
an average weekday and the &8t the activity during and
average weekend day.

Next, our method uses tltd X, vectors to identify different
land uses in Manhattan. For that purpose, it executes k-snean
to cluster land segments with similar activity vectors ttatld
be associated to a common land use. Specifically, it executes
k-means withk values in the rang, ..., 10] and selects the
k with the largest mean silhouette value. Table Il displays
the mean silhouette validity index for eakhWe observe that
the best land segment clusters are computed: fer4 which
reveals four well differentiated land uses in ManhattaguFé
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Fig. 2. Tweeting activity signatures per cluster, where Yhaxis represents

2 presents the class representatives for these four larsl Us normilized tweeting activity and the X axis two 24-hoeripds, the first
Figures 3(a), 3(b), 3(c) and 3(d) presents the geographieag¢ for an average weekday and the second one for an averafende

representation of the land use clusters.



Fig. 3. Geographical representation of Land Use Clusta)sB(siness, (b) Leisure/Weekend, (c) Nightlife and (d)ifRestial

Considering the cluster maps and the activity vectors, viweeting activity highly decreases after 16:00PM during th
can provide some hypothesis about the potential types df lameekends.

use discovered: - Cluster 3 (Figures 2(c) and 3(c)): Unlike the first two

- Cluster 1 (Figures 2(a) and 3(a)): The activity vectorclusters, this activity vector shows the highest peaks tifiac
of this cluster is characterized by a higher tweetting dgtiv at night. On weekdays the tweeting activity increases wntil
during weekdays than weekends. During weekdays the highesiximum is reached at 20:00PM. On weekends, we observe
tweeting activity is reached at 9:30PM, 13:00PM and 8:30PMyo peaks, a smaller one between 18:00PM and 23:00PM
which might be associated to the times at which peopénd the largest peak that happens between 00:00 and 04:00.
typically get to work, go for lunch, and leave work. The peakhis second peak shows a tweeting activity that doubles the
of the tweeting activity during the weekends is reduced bweeting activity of any other cluster for the same time peri

33% when compared to weekdays. The geographical representation of this cluster (see Eigur
Looking at the geolocation of the cluster in Figure 3(a), wd(c)) mostly focuses in the surroundings of the East Vil-
observe that it includes areas like Battery Park and Wadksir lage and Broadway shows. For these reasons, we hypoth-
and moving further north areas around Mid-Town. For thessize that these tweeting behaviors might be associated to
reasons, we hypothesize that the geographical area covgredightlife leisure activities, which during the week happen
this cluster might represent Business areas in Manhattan. earlier (20:00PM) and during the weekends go on until late at

- Cluster 2 (Figures 2(b) and 3(b)): This cluster showd&ight (04:00AM).

almost twice as much tweeting activity during weekends - Cluster 4 (Figures 2(d) and 3(d)): This cluster has a
that during weekdays. During weekends tweeting activigignature that shows an almost constant tweeting activity
constantly increases until 16.00PM, when it peaks, and theetween 10:00AM and 22:00PM during the weekends. During
constantly decreases. The geographical representatitiisof weekdays, we also observe a constant activity from 10:00AM
cluster covers Central Park and its surrounding areasidimayj  until 16:00PM after which the tweeting activity increasesilu

the main NYC museums such as the Guggenheim or tfeaching a peak at 20:00. Figure 3(d) shows that the cluster
Metropolitan Museum. Thus, we hypothesize that this clustmostly covers areas in the Upper-East and Upper/Lower-West
might be associated to Leisure or Weekend activities sinsiles. Thus, we hypothesize that this cluster might reptese
users are active mostly during the weekends. However, waeresidential land use, where people stay home during the
believe that it does not represent weekend nightlife sihee tweekends, and mostly return from work at night showing a



peak Twitter activity later inthe day (around 20:00).

As explained in Section Ill, we focus on identifying the
main land use of each cluster (although there might be other
minor ones), since this is the way urban planners typically
compute land use maps.

C. Land Use Validation

In order to validate our land use hypothesis, we compare
our results against official land use data released by the
NYC Department of City Planning and the NYC Department
of Parks&Recreation through the NYC Open Data Initiative
[25]. This initiative provides a catalog with hundreds of
datasets of public data produced by City agencies typically
through a combination of on-site inspections, interviewd a
guestionnaires.

Figure 4 depicts the official land uses at a block level in
Manhattan'. The NYC Department of City Planning considers
four main land use types: (1) residential, (2) commercial,
(3) industrial and (4) parks&recreation. Visually speakin

we want to understand the percentage of overlapping that ‘ N e e

exists between our land use clusters in Figures 3(a), 3(b), 3 g “‘

and3(d) and thefficial land use areas declared by the NYC =
Departments in Figure 4. Such overlapping will give us afig. 4.  official Land Uses from NYC Department of City Plargin
understanding of the accuracy that Twitter activity achgv Commercial, Residential, Industrial and Parks&Leisure

in identifying land uses.e., the larger the overlapping areas,

the more accurate tweeting activity is in modeling land usgcal Land Use

Twitter Land Use
Business Residential Nightlife Leisu&Veekend

It is important to highlight that the percentage of overi@agp Commercial 77% 14% 2% 2%
is an approximate measure to validate land use identifitatiBesidential 8% 62% 22% 8%
given that both maps have different granularities: our maé%ﬂig%mrmtion ;Z‘: %‘?Z“ Ogﬁjo 76;&
represent land segment clusters based on Voronoi and the

density of tweets, whereas the NYC maps show data at a block TABLE IV

|eve| However, we be“eve |t Consututes a good prelir‘r‘w'narPERCENTAGE OF OVERLAP BETWEEN OFFICIAL LAND USES ANOWITTER
approach to validate our results. LAND USES.

In order to analyze overlapping areas, we use ArcGIS
[27]. ArcGIS allows, among many other GIS functions, to

evaluate overlapping between the shapefiles of two giveRy, includes other minor land uses detected with Twitter i
regions. In our case, one shapefile will represent the laptkjgential with a14% of overlap. The official Residential
use cluster we have obtained and the other one an offigigly yse is also well modeled by our Residential clusteh wit
land use in the NYC Open Data map. The official landy, oyerap area of approximateBz%, although it is also
use areas are distributed by the NYC Open Data in thgyered by a14% of Nightlife land use. Focussing on the
shapefile format; whereas our land use clusters are traggcia| Industrial land use, we see that in this case there is
formed_ from the|r latitude and longitude coordinates intg strong overlap with our Residential land use. It seems that
shapefiles also using AchIS. Table IV shows the percentagpg method, using Twitter data, is unable to model Induistria
of overlap between the official land uses (rows) and our langq yse which goes completely undetected and is a result is
use hypothesis (columns). Specifically, each elem@nt) inciyded within the Residential land cluster. This is prolya
in the table represents the percentage of the official laggle (o the difference in granularity between the two land use
use region = Commercial, Residential, Industry, Parks — mans: given that industrial areas in Manhattan are typicall
that is covered by one of our land use clustgis = |ong narrow and next to Residential land uses, it is haroter f
Business, Residential, Nightlife, Leisure (bear in mind o, cjysters to separate them. Additionally, it might alsdtie
that since our Voronoi tessellation does not precisely COV€;se that workers in the industrial areas are not using dwitt
all Manhattan land, the percentages do not exactly need Q4 thus our method only captures the activity of citizens in
sum up to100%). o ) .. the residential areas intertwined with the industrial zorla
_We observe that the official Commercial land use is ideRyqer to clarify these issues, we plan to carry out futurekwor
tified with a coverage off7% by our Business cluster. It y, noqe| user Twitter profiles and understand better twgetin
1Zoning map plotted with Oasis, an online free tool developsdthe Pehaviors based on job and location factors. Finally, tfieiaf
Graduate Center at CUNY [26] Parks&Recreation land use is identified by our Leisure elust



3 Sy propose a wide range of policies for their preservation.hSuc
o policies might include walking tours through historic dists
ol 4 to promote awareness or the improvement of transportation

’ routes to an urban area popular among citizens. Landmark
' maps are typically built gathering data from questionrsage
interviews with district commissions and local organiaas,
which has both time and cost limitations. In an attempt to
help urban planners, we evaluate the usefulness of geolo-
cated Twitter activity to identify historic and/or popularban
landmarks. The advantage of using Twitter as opossed, for
example, to Flickr, is that, while Flickr is heavily influest
by visitors/tourists, Twitter is used by the populationaigke,
thus facilitating the identification of more landmarks.

In this section, we propose a method to identify urban
landmarks as areas with very high tweeting activity. In orde
to compute these areas, we need to use a clustering technique
capable of detecting local maxima (landmarks) over a non-
Fig. 5. Community Districts with Noise Complaints from ther@ 311 parametric distribution of geolocated tweets. Althougte on
Service (red represents the highest number of complaints) could apply technigues like k-means or DBSCAN, these have

the limitation that knowing beforehand the number of cluste

(urban landmarks) is, in general, not possible. In factjkenl
with an overlap of &9%, although minor land uses are alsqand uses in an urban area which might account for a few,
included. urban landmarks can go anywhere from a few to a few

On the other hand, our method identified a nghtllfe CIUStQ{undredS. For that reason we use mean_shift’ a C|ustering

which mOSt|y OVerlapS with the official Residential land USQechnique that does not require to Specify the number of
However, we wanted to understand whether the cluster dgsters beforehand [12].

incorrect or whether it is modeling a different type of largku
not accounted for by the NYC Departments. Figure 5 displafs Mean-shift Algorithm
the number of noise complaints per community district made Mean-shift is a non-parametric clustering technique that
to the 311 on-line service during 2010, where darker colorgetects the modes of an underlying probability distributio
imply higher number of complaints. We observe that thigom a set of discrete samples. As such, mean-shift can lak use
two community districts with the highest average number &oth as an algorithm to detect local maxima (modes) as well as
complaints (plotted in red) correspond to geographicahsirea clustering technique (areas associated to the modesjirin o
covered by our Nightlife cluster. Given that the communitgetting, we assume that there exists an unobservable ynderl
districts have much lower granularity than our land use-clugg probability distribution of where people tweet from.€h
ters, we compute the percentage of the Nightlife cluster tha@odes of that distribution are determined to representrurba
is included within the districts with the highest number ofandmarks or points of interest in the city. Specifically,ane
complaints, which corresponds to &2% of overlap. Thus, it shift estimates the gradient of the probability distribatfrom
is fair to say that the Nightlife cluster detected by our noeth the set of tweets using a kernel functidn and a bandwidth
identifies a Nightlife land use that could be of interest fity ¢ §. The bandwidth represents the scale of observat@nthe
halls to model potential areas of noise complaints. scale associated to the spatial information of the samples.
To conclude, we have shown that geolocated tweets cauch, larger values af will identify clusters that cover large
constitute a good complement for urban planners to modgographical areas which could be associated to popuiescit
and understand in an affordable and near real-time manmgtereas smaller values will identify clusters that covealsen
land uses in urban environments. We have shown preliminameas which could be associated to landmarks within a city.
results for the identification of Residential, Commerciatla  Initially, mean-shift designates a given locatianas the
Park&Leisure land uses. Although our method has faileflaximum and iteratively updates it following the direction
to identify Industrial land uses, it has the ability to détegjiven by the vectonns x (x), which always points towards
Nightlife land uses that might be of significance for citylbal the direction of highest gradient. The procedure iterative

L

attempting to model sources of noise complaints. updatesr until ms i (x) converges to zero, and is labeled
as a maximum. All the points visited in the gradient ascent
V. LANDMARK IDENTIFICATION are marked as belonging to that maximum.
Urban landmark identification constitutes an important eom n 2
_ : . . _ 2im Tikl(z — i) /0
ponent of policy making for Landmark Preservation Commit- msi(z) = — 3 4)
tees (LPC) or for Transportation Departments. Urban plesne iz kll(@ —2i)/d||

typically build maps of historic, popular or tourist areasla 20 = 20 Lo e (2) (5)



Weekdays Weekends

Rank Places Tweets (lat, lon) Places Tweets (lat, lon)

1 Penn Station 3532 40.750480, -73.993457 NYU 1053 40.728802, -73.999840

2 Rockefeller 2407 40.758597, -73.979010 Rockefeller 775 40.758616, -73.978972
3 NYU 2386 40.728801, -73.999828  Times Sq 755 40.757869, -73.985721
4 Times Sq 2178 40.756342, -73.986366 Penn 505 40.750123, -73.992414
5 Union Sq 1681 40.734215, -73.990600 Union Sq 577 40.736538, -73.990566
6 Herald Sq (Empire State) 1663 40.749757, -73.987731 MSG 559 40.750510, -73.993499

7 Theater District 1395 40.821546, -73.933991 Herald Sq 465 40.749761, -73.987992
8 Apple Store 1357 40.763919, -73.973101Theater District 456 40.821546, -73.933991
9 Columbus Circle 1327 40.763919, -73.973101 Meatpacking 448 40.741375, -74.005089
10 East Village 1256 40.731259, -73.988741 Grand Central 446 40.752750, -73.977263

TABLE V

RANKING OF NYC LANDMARKS WITH HIGHEST NUMBER OF GEOTAGGED TWEETS FOR WEEKAYS AND WEEKENDS.

Mean-shift algorithm is run for a set of different initialB. Landmark Validation

positions in order to identify all local maxima. At the end i

of the process, every geolocated tweet is assigned to a locdf Order to validate our results (beyond common sense), we
maxima and a cluster representing a potential urban laridmdfompare the top0 landmarks detected with mean-shift against
The larger the number of tweets assigned to a cluster {ine official Manhattan landmark list retrieved from the NYC
highest the tweeting activity for that landmark. As a resulPPen Data website. Note that the official list of landmarks is
mean-shift algorithm applied to Twitter activity producest Ot ordered and does not give any indication of the relevance
of local maxima/clusters which, if ranked according to nemb ©f the landmark, its importance or any other ranking factor.
of tweets, represents the list of the most popular landmiarks ' N€ data, collected by the Landmark Preservation Comnmissio

the city. (LPC), covers ove800 locations grouped into historic districts
like Greenwich Village (NYU area), Madison Square North
VI. EVALUATION OF LANDMARKS IN MANHATTAN or Herald Square (Penn Station area) [28]. NYC Open Data

_ _ _ _ provides a list with the landmarks, their geolocation anel th
In this section we evaluate whether we can identify théhapefiles for the different historic districts. Figure 6wk the

urban landmarks of Manhattan using geolocated tweets amenhattan landmarks focussing on the area south of Central
validate our results against official data collected by theCN park.

Landmark Preservation Commission. The number of official landmarks co-located with our top

50 landmarks will determine the accuracy of the mean-shift
method to reveal urban points of interest. Since the latitatd

In order to detect Manhattan landmarks we apply tHengitude of our landmarks represent the center of the etust
mean-shift landmark detection method to the Twitter dataséetected by mean-shift, we computeaustlocation drawing
described in Section IV In order to be able to explorean100m-diameter circle around each of our landmarks. Next,
landmarks at an urban scale, we set the bandwidth paramé&(€rdetermine the number of official landmarks that fall into
to 0.00P, which corresponds to approximatety85 meters at the diameter of any of our detected landmarks. Following thi
that latitude. Finally, we start mean-shift with00 randomly Procedure, approximately &% of the official landmarks are
selected geolocations and iterate until convergence heeh detected by the mean-shift algorithm.

Table V shows the output of the mean-shift algorithm ap- In order to understand the types of landmarks that our
plied to weekend and weekday geolocated tweets. It repiesgnethod misses, we explored the official landmark list in dept
the top ten landmarks identified in Manhattan ranked by thée observed that most of the landmarks that go undetected
largest amount of tweets during weekdays and weeken&@present historic buildings that, although protected Iy t
respectively. Additionally, the table shows the number dfPC, do not necessarily represent popular or tourist points
tweets assigned to each location and its coordinates in WIGS® interest. For example, we detect Grand Central which is
format. We observe that the Penn Station area is detected &9t a historic building and a popular landmark. However, we
popular landmark during weekdays, which seems logicalrgiv€lo not detect the Manhattan House Block (Eist:), a 1947
that it represents one of the most important commuting centélew York Life Insurance Company building which occupies a
for thousands of New Yorkers on a daily basis. Additiorfull block but does not draw much attention. Additionallyg w
ally, the Rockefeller Center or Herald Square (Empire Sta@so detect new urban points of interest that are not coreside
Building area) which represent important historic and gapu historic or touristic by the LPC like the Meatpacking Distyi
locations, make it to the top of the list. On weekends, weut which attract many new yorkers specially during the
observe a shift whereby commercial/leisure areas like Sim@eekends. Thus, it is fair to say that Twitter activities can
Square or the Meatpacking district are ranked higher whée used to detect urban popular/tourist landmarks.
compared to weekend landmarks. To further support this point, we checked our top landmarks

A. Landmark Detection



(2]

(3]

(4

(5]

(6]

Fig. 6. Historic Manhattan Landmarks determined
Preservation Commission south of Central Park.

by the Ibaadk
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against the list of NYC landmarks published by Crandill .
al. [12]. As explained in the related work, Crandall used the
mean-shift algorithm to perform landmark location based on
Flickr geotagged photos. The authors identified the toprseve9]
landmarks in NYC including the Empire State Building or
Times Square among others. Our Manhattan landmarks in
Table V include all the top ones detected by Crandall excep®]
for Liberty Island, which we have not considered as part
of Manhattan. This analysis confirms the accuracy of oyin)
landmark detection and shows that Twitter appears to be as
good as Flickr for the detection of touristic landmarks. [12]
To sum up, we have shown that our mean-shift methocf
can detect popular landmarks. However, it misses most of
the historic landmarks outside the popular or tourist routét]
given that these probably do not receive a critical mass gf;
tweeting visitors. We believe that our method might provide
an affordable and near real-time tool for authoritative ibed

: 15
to detect urban spots that are becoming landmarks. 0]

VIlI. CONCLUSIONS ANDFUTURE WORK [16]

We have presented techniques to automatically identify
urban land uses and landmarks from geolocated informatidt]
Although our experiments have focussed on using Twitter
datasets, our methods are potentially applicable to any uges)
generated dataset with geolocation information. Our tesul
have shown that Twitter data can help urban planners [Eg]
characterize commercial, leisure and residential aresasiedl
as to model new types of urban uses like Nightlife. In terms
of landmarks, we have shown that our technique can h
urban planners identify popular/tourist landmarks, alio (21
historic landmarks go highly undetected. Both elementehav
been validated with information collected by the NYC Ope&z
Data Initiative. Future work will evaluate our techniques o
different geolocated datasets so as to understand thatfiamis (23]
and applicability of our methods at large. [24]
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