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Abstract

By synthesizinginformation common to retrieved docu-
ments,multi-documentsummarizatiorcan help usersof in-
formationretrieval systemso find relevant documentswith
a minimal amountof reading. We are developing a multi-
documensummarizatiorsystemto automaticallygeneratex
concisesummanyy identifying andsynthesizingimilarities
acrossa setof relateddocumentsOur approachs uniquein
its integrationof machinelearningandstatisticaltechniques
to identify similar paragraphdntersectiorof similar phrases
within paragraphsand languagegenerationto reformulate
thewording of the summary Our evaluationof systemcom-
ponentsshavs that learningover multiple extractedlinguis-
tic featuresis more effective than information retrieval ap-
proachesat identifying similar text units for summarization
andthatit is possibleto generate fluentsummarythatcon-
veys similaritiesamongdocumentsven whenfull semantic
interpretation®f theinputtext arenotavailable.

Introduction

Currently mostapproacheto singledocumensummariza-
tion involve extractingkey sentenceso form the summary
(e.g.,[Paice 1990; Kupiecet al. 1995;Marcu 1994). Yet,
giventhe multitude of sourceghatdescribethe sameevent
in asimilar manner(e.g.,on-linenews sources)it would be
helpful to the end-usetto have a summaryof multiple re-
lated documents.Multiple documentsummarizatiorcould
be useful,for example,in the context of large information
retrieval systemsto help determinewhich documentsare
relevant. Suchsummariexan cut dowvn on the amountof
readingby synthesizingnformationcommonamongall re-
trieved documentsand by explicitly highlighting distinc-
tions. In contrast,with single documentsummarization,
userswould have to readnumerousndividual summaries,
onefor eachof thetop retrieved documentandinfer simi-
larities.

While sentencextractionmaybeadequatéor singledoc-
umentsummarizationit will not work effectively for mul-
tiple documentsummarization. Any individual document
doesnot containexplicit comparisonsvith all otherdocu-
mentswhich canbe extracted;alternatively, if all sentences
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A federal office building was devastated by a car bomb in
Oklahoma City on April 19th 1995. Around 250 people
are still unaccounted for. More than 80 victims were killed
in the explosion. The Oklahoma blast was the biggest act
of suspected terror in U.S. history, overtaking the 1993
bombing of the World Trade Center in New York which
killed six and injured 1,000 others.

President Clinton vowed to capture the bombers and
brought them to a swift justice.

On 04/21 Reuters reported Federal agents have arrested
a suspect in the Oklahoma City bombing. Timothy James
McVeigh, 27, was formally charged on Friday with the
bombing. Brothers James and Terry Nichols, known
friends of McVeigh and reported to share his extreme
right-wing views, have been held since last week as ma-
terial witnesses to the Oklahoma bombing.

Figurel: Summaryproducecdby our systemusing24 news
articlesasinput.

containingsimilarinformationareextracted(Mani andBlo-
edorn,1997;Yangetal. 1998),this would make for lengthy
andrepetitive reading.

We aredevelopinga multi-documensummarizatiorsys-
temto automaticallygeneratea concisesummaryby identi-
fying similaritiesanddifferencescrossa setof relateddoc-
uments. Input to the systemis a setof relateddocuments,
suchasthoseretrieved by a standardsearchenginein re-
sponseo aparticularquery Ourwork to datehasfocusecdbn
generatingimilaritiesacrosslocumentsOurapproacltuses
machindearningover linguistic featuresxtractedfrom the
input documentgo identify several groupsof paragraph-
sizedtext unitswhichall corvey approximatelythesamein-
formation. Syntacticlinguistic analysisandcomparisorbe-
tweenphrase®f theseunitsis usedto selecthe phraseshat
canadequatelycorvey the similar information. This taskis
performedby thecontentplannerof thelanguageyeneration
componenandresultsin the determinatiorof the summary
content.Sentencelanningandgeneratiorarethenusedto
combinethe phrasedogetherto form a coherentvhole. An
examplesummaryproduceddy the systemis shavn in Fig-
urel; thisis asummaryof 24 newsarticlesontheOklahoma



Timothy James McVeigh, 27, was formally charged on Fri-
day with the bombing of a federal building on Oklahoma
City which killed at least 65 people, the Justice Depart-
ment said.

Timothy James McVeigh, 27, was formally charged on Fri-
day with the bombing of a federal building on Oklahoma
City which killed at least 65 people, the Justice Depart-
ment said.

The first suspect, Gulf War veteran Timothy McVeigh, 27,
was charged with the bombing Friday after being arrested
for a traffic violation shortly after Wednesday's blast.

Federal agents have arrested suspect in the Oklahoma
City bombing Timothy James McVeigh, 27. McVeigh was
formally charged on Friday with the bombing.

Timothy McVeigh, the man charged in the Oklahoma City
bombing, had correspondence in his car vowing revenge
for the 1993 federal raid on the Branch Davidian com-
pound in Waco, Texas, the Dallas Morning News said
Monday.

Figure2: A collectionof similarparagraphéoartof atheme
from the Oklahomabombingevent.

City bombing.
Thekey featuresof ourwork are:

1. Identifying themes. Giventhe 24 inputarticles,how can
we identify the similar paragraphshawvn in Figure 2?
We termeachsetof similar paragraphgor generallytext
units) a themeof the input articles. Theremay be mary
themedor a setof articles;for these?4 articles,thereare
9 themes.Unlike mostsystemghat computea measure
of similarity overtext, ourfeaturesextendbeyondsimple
word matchingand include entire noun phrasesproper
nounsandsemanticsensesye alsoutilize positionaland
relationalinformationbetweenpairsof words. We rana
seriesof experimentsthat comparedhe useof different
featuresandthe baselineprovided by standardnforma-
tion retrieval matchingtechniquesgstablishinghat tar-
getedselectionof linguistic featuress indeedbeneficial
for thistask.

2. Information fusion. Giventhe subsebf onethemeex-
tractedfrom the articles,shovn in Figure2, how canwe
determinethat only the phrasesesultingin the sentence
“Timothy JamedMcVeigh, 27, wasformally chagedon
Friday with the bombing” shouldbe representedn the
summary?We have developedandimplementeda novel
algorithmfor thistaskwhich analyzegrammaticaktruc-
ture extractedfrom eachthemewith off-the-shelftools.
Ourinformationfusionalgorithmcomparepredicatear
gumentstructureof thephrasewithin eachthemeto de-
terminewhicharerepeate@ftenenoughto beincludedin
thesummary This procesgieldsanaverageaccurayg of
79%whentestedon a collectionof text unitsfrom multi-
ple documentalreadyclusterednto themesby hand.

3. Text reformulation. Oncethe contentof the summary
hasbeendeterminedhow canwe fluently usethe similar
phrasesn novel contexts? Simply stringingthe phrases

togethercanproducaungrammaticalesultsbecausehra-
sesareplacedin new syntacticcontexts. We have devel-
opedanalgorithmthatmapsthepredicateargumentstruc-
ture of inputdocumenphraseso agumentsexpectedoy
FUF/SURGEElhadad1993;Robin 1994, a robustlan-
guagegenerationsystem. This hasrequireddeveloping
new techniquedor identifying constraintson realization
choice(e.g.,on the orderof circumstantiarolessuchas
time, location,instrumentgetc.),usingsurfacefeaturesn

placeof the semanticor pragmaticonestypically usedin

languagegeneration.

Related Work

To allow summarizatiorin arbitrarydomains,mostcurrent
systemausesentencextraction,identifying and extracting
key sentencefrom aninputarticle usinga variety of differ-
ent criteria. Theseapproachesave all beendevelopedto
producea summaryof asingleinputdocument.Onerecent
statisticalapproacHKupiecetal. 1995 usesacorpusof ar
ticleswith summariedor trainingto identify thefeatureof
sentencethataretypically includedin abstracts Otherre-
centapproachesise lexical chains[Barzilay and Elhadad
1997, sentenceposition [Lin and Hovy 1997, discourse
structurd Marcu1997;Marcu1994, anduserfeaturesrom
thequery[Strzallowski etal. 1994 to find key sentences.
While mostwork to datefocuseson summarizatiorof
single articles, early work is emeging on summarization
acrossmultiple documents. Rader and McKeawvn [199¢
useasymbolicapproachpairinginformationextractionsys-
temswith languagegeneration.The resultis a domainde-
pendentsystemfor summarizationof multiple news arti-
cleson the sameevent, highlightinghow perspectie of the
eventhaschangedvertime. In ongoingwork at Carngjie
Mellon, Yanget al. [1999 are developing statisticaltech-
niguesto identify similar sentenceandphrasescrossarti-
cles.While they have developeda novel statisticalapproach
toidentify similar sentencegheir systerrsimply lists all ex-
tractedsimilar sentencesisthe summary Mani and Bloe-
dorn[1997 usespreadingactivationandgraphmatchingto
computesimilaritiesanddifferencedbetweerthesalienttop-
icsof two articles.Outputis presenteésa setof paragraphs
whichcontainsimilaranddistinguishingvords,emphasized
in differentfonts. The problemis a redundantsummary
sincenosynthesi®f resultshroughgeneratioris attempted.

System Architecture

Our systemfollows a pipeline architecture shovn in Fig-
ure3. Inputto thesystenis asetof relateddocumentssuch
asthoseretrievedby a standardsearctengine.The analysis
componenbf thesystenbreaksdocumentsnto smallertext
unitsandthencomputes similarity metricacrosgext units,
regardles®of the sourcedocumentOncesimilar paragraphs
areidentified,they arepassedo the generatiorcomponent
which furtheridentifiesandselectanformationto be refor
mulatedascoherentext.

The analysisor similarity computationrcomponentakes
asinput a setof articlesthathave beenpreviously identified
asbeingonthe sametopic. In building our systemwe used
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Figure3: Systemarchitecture.

articlesfrom the pilot Topic Detectionand Tracking(TDT)
corpus[Allan etal. 1999 for trainingandtesting.Theanal-
ysiscomponenbreakghearticleinto paragraph-sizednits
for comparisonandthenextractsa setof linguistic andpo-
sitionalfeaturedfor inputinto the similarity algorithm. We
constructa vectorfor eachpair of paragraphs;epresenting
matcheon eachof the differentfeatures. Thesevectorsare
passedo amachindearningalgorithm[Cohen1994 which
combineghesefeaturednto a classifierusingthe mostdis-
criminatingonegto judgesimilarity. Outputis alisting of bi-
nary decisionson paragraptpairs,with eachpair classified
as containingsimilar or dissimilartext units. The similar
ity decisiongdrive a subsequertlusteringalgorithm,which
placesthe mostrelatedparagraphsn the samegroup, and
thusidentifiesthemes.

The generatiorcomponentonsistsof a contentplanner
sentenceplanner and a sentencegeneratar Sinceinput is
full text, the processof selectingand ordering contentis
quite differentfrom typical languagegenerators.For each
themethecontenplanneiidentifiesphrasesvithin thepara-
graphsof athemethatare closeenoughto otherphrasesn
thethemethatthey canbeincludedin the summary It does
this by producinga predicate-agumentstructurefor each
sentencen eachinput paragraphcomparingargumentsto
selectphraseghat are similar. The sentenceplannerthen
determineswhich phrasesshouldbe combinedinto a sin-
gle, more comple sentenceooking againat constraints
from the input documentaswell ascommonreferencebe-
tweenphrasesFinally, theconstituenstructureproducedy
thesetwo stageds mappedo the functionalrepresentation
requiredas input by FUF/SURGE[Elhadad1993; Robin
1994.

Document Analysis

Our definitionof similarity is differentthanthe oneadopted
in mosttext matchingtasks(suchasinformationretrieval)
becausef two factors:first, the size of the unit of text af-
fectswhatis similar; documentdave a lot of information,
so even a modestamountof commonelementscan make
two documentssimilar. Second,our goalis different. We
arelookingfor text unitsthatarequiteclosein meaningnot

justfor topicalsimilarity.

We thus considertwo textual units similar if they both
referto the sameobjectandthat objectperformsthe same
actionin bothtextual units, or the objectis describedn the
sameway in bothof them.Suchacommondescriptiormust
bemorethanjustasinglemodifier For example thefollow-
ing two sentencesatisfyour criteriafor similarity,

Britain Thursdaysentbackto the United Statesa possible
suspectin the Oklahomabomb blast, the interior ministry
said.

“A possiblesuspectonnectedvith the Oklahomabombhas
beenreturnedto the United Statesby the U.K. immigration
service, aministry statemensaid.

becausdhey both refer to a commonevent (the returning
of the suspecto the United States).On the otherhand,the
following sentence

Federalagentshave arrestedh suspectn the OklahomaCity
bombing and U.S. television networks reportedhe was a
memberof a paramilitarygroupcalledthe MichiganMilitia.

is notsimilartotheabove,asit focuseonadifferentsuspect
and his paramilitaryconnections.Existing methodsbased
on sharedwordsarelikely to identify all thesesentenceas

related,sincethey all containkey wordssuchas“suspect”,

“Oklahoma”,and“bomb”.

Traditionalmetricsfor determiningsimilarity amongtex-
tual units compareterm occurrencevectorsusing frequen-
cies modified by the rarity of eachterm (the TF*IDF ap-
proach)SaltonandBuckley 198§. Termsaresinglewords,
occasionallyith simpletransformationsuchasstemming,
althoughsometimesnulti-word unitsandcollocationshave
beenused[Smeaton1994. Sincewe areaimingfor a dif-
ferent,morefine-grainechotionof similarity andoperateon
much shortertexts thaninformationretrieval does,we ex-
ploreda numberof alternatve features.Our featuresdraw
on a numberof linguistic approacheso text analysis,and
are basedon both single words and simplex noun phrases
(sequencesf adjectvesand nounswith no embeddede-
cursion). We thusconsiderthe following potentialmatches
betweertext units:

e Word co-occurrence, i.e., sharingof a singleword be-
tweentext units. Variationsof this featurerestrictmatch-
ing to casesvherethe partsof speectof the wordsalso
match, or relax it to caseswherethe stemsof the two
wordsareidentical.

e Matching noun phrases. We usethe Linkit tool [Wa-
cholder1999 to identify simplex nounphrasesndmatch
thosethatsharethe samehead.

e WordNet synonyms. The WordNet semanticdatabase
[Miller et al. 1994 providessensenformation, placing
wordsin setsof synoryms (synsets We matchassyn-
onymswordsthatappeain thesamesynset.

e Common semantic classesfor verbs. Levin's[1993 se-
manticclassegor verbshave beenfoundto be usefulfor
determiningdocumenttype andtext similarity [Klavans

'Note that we startwith a set of documentsaboutthe same
topic, whichis theusualgoalof informationretrieval systems.



andKan 1994. We matchtwo verbsthatsharethe same
semanticclassin this classification.

In additionto the above primitive featuresthat all com-
paresingleitemsfrom eachtext unit, we usecompositdea-
turesthatcombinepairsof primitive features.Our compos-
ite featuresmposeparticularconstraintoon the orderof the
two elementsn the pair, on the maximumdistancebetween
the two elementsandon the syntacticclasseghat the two
elementscomefrom. They canvary from a simple com-
bination (e.g., “two text units mustsharetwo wordsto be
similar”) to complex caseswith mary conditions(e.g.,“two
text units musthave matchingnoun phraseghat appeatin
the sameorderandwith relative differencein positionno
more thanfive”). In this manner we captureinformation
on how similarly relatedelementsarespacedutin thetwo
text units, aswell assyntacticinformationon word combi-
nations. Matcheson compositefeaturesndicatecombined
evidencefor the similarity of thetwo units.

To determinavhethertheunits matchoverall, we employ
amachindearningalgorithm[Cohen199€ thatinducesde-
cisionrulesusingthefeatureghatreally make a difference.
A setof pairsof unitsalreadymarkedassimilar or notby a
humanis usedfor trainingthe classifier We have manually
markeda setof 8,225paragrapltomparisonsromthe TDT
corpusfor trainingandevaluatingour similarity classifier

For comparisonwe also use an implementationof the
TF*IDF methodwhich is standardor matchingtextsin in-
formationretrieval. We computethetotal frequeng (TF) of
wordsin eachtext unit andthe numberof unitsin our train-
ing seteachword appearsn (DF, or documenfrequeng).
Then eachtext unit is representeds a vector of TF*IDF
scoresgcalculatedas

Total numberof units
DF(word;)

Similarity betweentext unitsis measuredy the cosineof
the anglebetweenthe correspondingwo vectors(i.e., the
normalizedinner productof the two vectors),andthe opti-
mal valueof a thresholdfor judging two units assimilar is
computedrom thetrainingset.

After all pairwise similarities betweentext units have
beencalculated,we utilize a clusteringalgorithmto iden-
tify themesAs a paragraphmaybelongto multiple themes,
most standardclusteringalgorithms,which partition their
input set, are not suitablefor our task. We usea greedy
one-passalgorithmthatfirst constructgroupsfrom themost
similar paragraphsseedingthe groupswith the fully con-
nectedsubcomponentsf the graphthatthe similarity rela-
tionshipinducesover the setof paragraphsandthenplaces
additionalparagraphsvithin a groupif the fraction of the
membersf the groupthey are similar to exceedsa preset
threshold.

TF(word;) - log

L anguage Generation
Given a group of similar paragraphs—gheme—theprob-
lemis to createa conciseandfluentfusionof informationin

this theme,reflectingfactscommonto all paragraphs.A
straightforvard methodwould be to pick a representatie

char ge
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Figure4: Dependeng grammarrepresentationf the sen-
tence‘McVeigh,27,waschagedwith thebombing”.

sentencehat meetssomecriteria (e.g.,a thresholdnumber
of commoncontentwords).In practice however, ary repre-
sentatve sentenceavill usuallyincludeembeddeghrase(s)
containinginformationthatis not commonto all sentences
in thetheme.Furthermorepthersentencem thethemeof-
ten containadditionalinformationnot presentedn therep-
resentatie sentence. Our approach therefore,usesinter-
sectionamongthemesentence® identify phrasegommon
to mostparagraphsndthengenerates new sentencdrom
identifiedphrases.

I nter section among Theme Sentences

Intersectioris carriedoutin the contentplannerwhich uses
a parserfor interpretingthe input sentenceswith our new
work focusingon the comparisorof phrases.Themesen-
tencesarefirst runthroughastatisticalparsefCollins 1994
andthen,in orderto identify functionalroles(e.g.,subject,
object),arecorvertedto adependenggrammarepresenta-
tion [KittredgeandMel’ ¢uk 1983, which makespredicate-
argumentstructureexplicit.

We developeda rule-baseccomponento producefunc-
tional roles,which transformghe phrase-structureutputof
Collins’ parsetto dependenggrammarfunctionwords(de-
terminersandauxiliaries)are eliminatedfrom the tree and
correspondingyntacticfeaturesare updated. An example
of athemesentencendits dependenggrammarepresen-
tationareshavn in Figure4. Eachnon-auxiliarywordin the
sentencdiasa nodein the representationandthis nodeis
connectedo its directdependents.

The comparisoralgorithmstartswith all subtreesooted
at verbsfrom the input dependeng structure andtraverses
themrecursvely: if two nodesareidentical,they areadded
to the output tree, and their children are compared. Once
afull phrase(verbwith at leasttwo constituentshasbeen
found, it is confirmedfor inclusionin thesummary

Difficultiesarisewhentwo nodesarenotidentical,but are
similar. Suchphrasesnaybe paraphrasesf eachotherand
still corvey essentiallythe sameinformation. Sincetheme
sentencesrea priori closesemanticallythis significantly



constrainsthe kind of paraphrasingve needto checkfor.
We verifiedthis assumptiorby analyzingparaphrasingat-
ternsthroughthemef our trainingcorpus dravn from the
TDT (seethe Evaluationsection).We foundthatthata high
percentagef paraphrasings at the “surface” level, using
semanticallyrelatedwordsandsyntactictransformations.

When similar nodesare detected the algorithmtries to
applyanappropriatgparaphrasingule, dravn from the cor-
pusanalysis.For example,if thephrase$group of students”
and“students”arecomparedthenthe omitemptyheadrule
is applicable,since“group” is an empty noun and canbe
droppedfrom the comparison|eaving two identicalwords,
“students”.In the casethata matchingparaphraseule can-
not be found, the comparisoris finishedandthe phraseis
dropped.Otherexamplesof paraphraséncludeorderingof
syntacticcomponentin thesentencée.g.,inversionof sub-
jectandobjectbecausef passie), realizationof the pred-
icatein a main clauseversusa relative clause,and use of
synorymsbasedn WordNet.

Forthethemein Figure2, intersectiorresultsn theclause
“McVeighwasformally chagedon Friday with the bomb-
ing” andthe descriptiortTimothy JamedMcVeigh,27".

Sentence Generation Component

Theprimarytaskof this components to constructhe sum-
mary text from phrasesselectedfrom the theme. During
this processthe systemordersphrasedasedon their time
sequencef appearancgddsadditionalinformationneeded
for clarification (e.g., entity descriptions,temporalrefer
encesandnewswiresourcereferencesjhatappearedn the
full articlesbut notin thetheme[Barzilayetal. 1999, and

mapshedependengrepresentation® anEnglishsentence.

Outputof this componenis the full summary suchasthe
oneshavnin Figurel.

Ordering of phraseswithin the summaryis basedon
chronologicalorder inferred from their appearancén the
original text. To do this, for eachtheme,we recorda date
thatis the earliestdateon which ary of its sentencesvere
published. We sort extracted phrasesaccordingto these
dates.

Sentenceealizationis doneby mappingthe dependeng
structureto the input requiredby FUF/SURGE[Elhadad
1993;Robin1994. The useof a languagegeneratarwith
full grammaymeanghatthesystencancombinephraseso-
getherin waysthatdid not occurin theinputtext. A phrase
thatoccurredasthe mainclausein aninputtext, for exam-
ple,mayberealizedin thesummaryasasubordinatelause.
The grammaris usedto determinenflections,subject-erb
agreementand word orderings. This gives us the ability
to generateoherentfluenttext asopposedo rigidly using
extractedsentencef the samewaysthey wereusedin the
input.

SentencgeneratorsuchasFUF/SURGE however, typi-
cally requirea setof sententiasemantiaolesasinput. They
were developedfor usewithin a systemthat builds a se-
manticsentenceepresentatiofrom data. However, in our
case,we have no accesdo semanticinformation; all that
we have aresyntacticroles,derived from the parsetreefor
the sentence.ln mary casesthis simply meanslesswork

for FUF/SURGE Processingtartsusingrolessuchassub-
ject, object, and main verb insteadof deriving thesesyn-
tactic roles from roles suchas agent,goal, and predicate.
However, in othercasesit meangroducinga sentencevith
only vagueknowledgeof the function of a particularcon-
stituent. For example,for circumstantialsuchastime, lo-
cation,or manneythe summarizecanonly determingrom
theinputthatit is a circumstantiabndcannotdeterminets
type. The specificfunctiondetermineghe optionsfor para-
phrasing(e.g., whetherit appearsat the beginning or end
of the sentencegr next to someotherconstituent).We use
the orderingderived from the input to constraintheseop-
tions and leave the specificfunction unspecified. We will
continueto look at caseswvheredifferentkinds of syntactic
constraint®n paraphrasinganbederivedfrom theinputin
placeof semantior pragmaticconstraints.

System Status

We have aninitial systemprototypewhich includesimple-
mentationof systemcomponentandintegrationof compo-
nentsfor a numberof examples. More work needsto be
doneto tuneoutputof thethemeidentifierto producebetter
inputfor the generatiorcomponentOur experimentsshov
thathigh recallandlow precisionin findingthemess better
for the generatotthanlow recall and high precision. This
is because¢he contentplanner which performsinformation
fusion, makesa morethoroughanalysisandweedsout sen-
tenceghat are not similar whencomparingphrases.Thus,
it canhandleerrorsin its input, but it cannothandlemiss-
ing input. As thenoisein its inputincreasesthe sizeof the
intersectiondecreasesin suchcasesthe outputsummary
will beshort,but thesystemwill never generateonsensical
output.

Given noisy input (i.e., dissimilar articles), the system
componentsiggradein differentways. Givenpoorinput, the
themeidentification componentmay producelow-quality
themes. But, as notedabove, the intersectioncomponent
will weedout theseerrorsand producean empty or small
intersection,and a shortsummary Also, we are focusing
on articlesthat have alreadybeenjudgedsimilar by some
meange.g.,by aninformationretrieval engine) soit is un-
likely thatour systemwill receive markedly differentdocu-
mentsasinput.

Evaluation

Giventhat our implementatiorof componentss complete,
butfull integrationof componentss still undervay, oureval-
uationatthis staggocuseon quantifyingresultsfor eachof
the systemcomponentseparately Following the division
in our systemarchitecturewe identify threeseparatejues-
tionsto whichresultscanbe producedndependentlandto
which the systems answerscanbe evaluated.We elaborate
onthesethreequestionandon how we quantitatvely mea-
sureperformanceon themin the first subsectionandthen
presenthe resultsof the evaluationon specificdatacollec-
tions.



I dentifying Themes

Thefirst questionwe addresss how goodour systemis in
identifying themespr similar paragraphsWe quantify the
answerto this questionby presentingto the systema list
of pairsof paragraphgall extractedfrom document®n the
sametopic) andmeasuringhow mary correctdecisionghe
systemmalkeson characterizinghe paragraph# eachpair
assimilaror dissimilar

Sinceplacingincomingdocumentsnto topicalclusterds
anon-trivial taskfor large documentollections,we useas
input a set of articlesalreadyclassifiedaccordingto sub-
ject matter the pilot Topic Detectionand Tracking (TDT)
corpus. The TDT effort, sponsoredy DARPA andNIST,
aimsto promotenew researchon documentclassification
andclustering;asanecessargteptowardscomparingliffer-
entsystemson thesetasks,a corpusof articlesfrom written
andbroadcashews sourcegReutersand CNN) is marked
with subjectcateyoriesthatcorrespondo our criteriafor se-
lecting similar documentge.g.,“OklahomaCity bombing”
or “Pentiumchipflaw”). We areusingtheReutergartof the
first suchcollectionmadeavailablein early 1998 (the TDT
pilot corpus)which containsl6,000articles(seeht t p: / /
nor ph. | dc. upenn. edu/ Catal og/ LDC98T25.
ht M for moredetails).

We selected of the25topicalcateyoriesin thepilot TDT
corpus favoring cateyoriesthat hada significanthumberof
memberdocuments. For eachsuch cateyory, we selected
articlesfromrandomlychoserdays for atotal of 30articles.

Documentsn eachtopical cateyory arebrokeninto para-
graphs, and paragraphdrom different documentsin the
samethemearecomparedisingthe variousalternatvesde-
scribedin our documentanalysissection.For example,our
first catggory abouttwo Americandostin Iraqhas61 para-
graphsacross8 selectedarticles,and61 - 60 /2 = 1,830
comparisongremadebetweerthose61 paragraphsAll the
selecteccatayorieshave 264 paragraphand8,225compar
isonsbetweemaragraphs;alculatedas

i=1 2
where N; is the numberof paragraphsn cateyory i. We
randomlydivided thesepairs of paragraphsnto a training
set(6,225pairs)andatestingset(2,000pairs). These8,225
pairswere manuallycomparedndependenthby two eval-
uators(who subsequentlynet and reconcileddifferences),
andclassifiedaseithersimilar or dissimilar

We extractedthe primitive featuresdiscussedn the doc-
umentanalysissection,calculatedour compositefeatures,
andtrainedboththe machindearningmodelthatuseshese
featuresandthe TF*IDF classifieron the training set. Our
feature-base@dpproachwas able to recover 39.7% of the
similar pairsof paragraphsvith 60% precisionandhadan
overall accurag over both similar and dissimilar pairs of
97%, while the correspondingnumbersfor the TF*IDF
methodwere31.4%recallof similar paragraphs}1.8%pre-
cisionand96.5%overallaccurag.

Note thatsincewe have a fine-grainedmodelof similar

ity, mostparagrapharedissimilarto mostotherparagraphs.

As aresult,thebaselinemethodof alwaysguessingdissim-
ilar” will have averyhighaccurag (percentagef total cor-
rectanswers)97%in ourexperimentsHowever, asin com-
parableinformationretrieval taskswith no pre-constructed,
balancedvaluationdocumentsets,it is importantto focus
primarily on evaluationresultsfor therarersimilar pairs(re-
spectvely, onthedocumentselevantto a particularquery),
ratherthanall pairs(or documentsjn thecollection.Ourre-
sultsindicatethat our approactoutperformdraditionaltext
matchingtechniquesgspeciallyon the harderto-find simi-
lar paragraphs.

I nformation Fusion

The secondevaluationquestionaddressethe performance
of our contentplanner measuringhow well we identify
phraseshatarerepeatedhroughouthemultiple paragraphs
within atheme. We presenthe systemwith several manu-
ally constructedhemesand comparethe system-produced
collectionof phrasego manuallyidentifiedcommonphra-
ses.Manually constructedhemesallow usto obtainanin-
dependentiew of the contentplanners performancewith-
outincludingany misclassificationthatthefirst stageof the
systemmalkes. Thenstandardmeasuresuchas precision
andrecallcanbeusedto quantitatvely compareghesystems
resultsto thereferencdist.

To carry out this evaluation,we constructedive themes
eachcontaining3.8 paragraph®sn average.To do this, we
usedthemesautomaticallyconstructeddy the first stageof
thesystemandeditederrorsby hand.Repeatednformation
was manuallyextractedfrom eachtheme,producingseven
sentence-leel predicate-agumentstructurescorresponding
to phraseghat shouldbe includedin the summary Then
we appliedour intersectionalgorithm which proposedsix
predicate-agumenttructuregor thesummaryandwasable
to correctlyidentify 81% of the subjects,85% of the main
verbs,and72%of the otherconstituentsn ourlist of model
predicate-ggumentstructures.

Generating Sentences

The final evaluationtaskis to assesfiowv well our surface
generationcomponentperformson the task of putting to-
gethertheextractedphrasesn coherensentencesi\e eval-
uateperformancen this taskby askinghumango rateeach
producedsentencen termsof fluengy, but notin termsof
content.In fact,the evaluatorsdo not seethe original docu-
mentsandthusbaseheirjudgement®nly onthequality of
theproducedsentences isolation.

Thisis animportantfirst stepin evaluation;giventhatwe
aretakingapartsentenceandputtingthemtogetheiin novel
ways,we needto measurdnow well we do at producingflu-
entand grammaticalsentencesWhile this is not anissue
for extraction-basedummarizatiorsystems robustnessat
thesentencgeneratiorevel is critical to successn our ap-
proach.We arealsolooking atalternatve methoddor rating
sentence®n flueng. A logical next stepwill beto eval-
uatesentence@ context, measuringoverall coherenceln
addition,the gradeghat peopleassignto sentencearesub-
jective; analternatve is to askevaluatorgo ordersentences



The defense department said an OH-58 military U.S.
scout helicopter made an emergency landing in the North

Korea friday. Score: 95
North Korea said it shot the helicopter down over the its
territory. Score: 80

Richardson cancelled other discussions that it was taken
place on the recent nuclear U.S.-NORTH KOREA agree-
ment. Score: 50

Figure5: Threeof thesentenceautomaticallygeneratedby
our systemandthe flueng/ scoresassignedo them.

on the basisof fluengy, presentinghemwith the systems
outputtogethemwith sentenceswritten by humans.

We evaluatedthe flueng/ of our sentencegeneratorby
having it generat81 sentencefrom thecorrectlist of pred-
icateargumentstructureusedin the secondevaluationex-
periment. Each of thesesentencesvas read by an inde-
pendengevaluator who gradedit on fluengy with anumeric
scorebetweerD and100. This procesgesultedin an aver-
agescoreof 79.5,with 15 of the31 sentencescoredat 90 or
more. Figure5 shows threeof the generatedentencesand
theirassignedcores.

Conclusions and Future Work

This paperpresentsa novel architecturdor accomplishing
summarizatiorof multiple documentsn ary domain.In or-
derto achieve this, our work builds on existing tools, such
asa parserand generatgras a springboardo take us fur-
ther than would otherwisebe possible. This hasallowed
usto addresskey higherlevel issuedncludingthe develop-
mentof a paragraptsimilarity moduleusinglearningover
asetof linguistic featuresanalgorithmfor identifying sim-
ilar clauseawithin the resultingthemesandsentencegen-
erationtechniquego combineclausesn novel wayswithin
new contets. Thesenew featuresenablethe development
of a multi-documensummarizethat usesreformulationto
producenaturalandfluenttext. Unlike sentencextraction
techniquesvhich presenticoncatenatelist of sentencesr
phrasegicked on the basisof statisticalor locationalcri-
teria, our systempresentsa synthesizedsummary created
usingbothstatisticalandlinguistic techniques.

In the future, we plan to experimentwith an alternatve
evaluationapproachthat ratesthe producedsummaryas a
whole. We arein contactwith professionajournalistswho
perform the task of synthesizingan article from multiple
news sources. One possibility is to askthemto evaluate
the summariedirectly; anotheris to identify throughuser
analysisothermeasureshatthey internally useto arrive at
“good” articlesandtry to apply themto the summarization
task.
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