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ABSTRACT

In this paper, we discuss why surveys are an interesting ap-
plication of spoken dialog systems from both commercial and
research perspectives. We then describe a prototype survey
spoken dialog system, the Rate-A-Course system. We show
how dialog epiphenomena, including the order in which ques-
tions are answered and the duration of respondents’ answers,
can be used to learn information beyond that covered explic-
itly by survey questions.

Index Terms— Speech communication

1. INTRODUCTION

Dialog systems technology is being applied to a wide range
of applications. Commercial dialog systems exist for tasks
including customer service [1] and travel [2]. There are also
research dialog systems for tasks such as email access [3],
information access [4], travel [5], tutoring [6], command-and-
control [7], and planning [8].

Somewhat surprisingly, we know of no existing spoken
dialog systems for conducting surveys. Surveys are a natural
and commercially viable application for spoken dialog sys-
tems. Survey dialog systems also present interesting opportu-
nities for research on spoken dialog and on survey design.

Surveys as Spoken Dialog ApplicationThe conducting of
oral surveys is a highly controlled interaction with structured
language use, well within the reach of current spoken lan-
guage technology and with considerable commercial poten-
tial. For example, the Council of American Survey Research
Organization (CASRO) estimates that the survey industry in
the U.S.A. alone has over $6.7 billion in annual revenues [9].
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Use of survey dialog systems could counteract some of
the drawbacks of oral and electronic surveys while retain-
ing the strengths of both. In particular, unlike traditional oral
surveys, survey dialog systems involve no human interviewer
costs, the results do not suffer from interviewer bias or other
consistency issues, and data entry costs are reduced. Survey
dialog systems are more interactive than web-based surveys
and do not require respondents to have computers or internet
access; furthermore, respondents are more likely to complete
telephone surveys than web-based surveys [10]. There are po-
tential disadvantages to survey dialog systems, including: the
need to provide respondents with special instructions, respon-
dents’ attitudes towards computers affecting survey results,
and the potential for system error. These can be minimized
through the use of good dialog system design.

Interdisciplinary SDS/Survey ResearchSurvey dialog sys-
tems could also lead to new research in spoken dialog systems
and in survey design/analysis. Research questions include:

• How increased interactivity (e.g. clarification interac-
tions) affects survey results [11]

• How dialog epiphenomena can be used to learn about
the reliability of survey results or to improve survey de-
sign (e.g. pauses as an indicator of uncertainty, prosodic
variation as an indicator of frustration/engagement)

• How best to automatically summarize and answer ques-
tions about survey results

Finally, through the collection of surveys involving open-ended
questions it is possible to collect large corpora of free speech
from a wide range of speakers. These corpora can be used to
study spoken language, for example to improve speech recog-
nition technology for multiple dialects.

2. THE RATE-A-COURSE SYSTEM

The Stony Brook Rate-A-Course system is a survey dialog
system that permits college students to evaluate their courses



Topic Synonyms Answers/Ratings
Instructor teacher, professor very good/100, good/75, okay/50, bad/25, very bad/0
Exams tests, midterms too hard/0, hard/50, about right/100, easy/50, too easy/0
Class size course size, size of the class too packed/0, packed/50, about right/100, small/50, too small/0
Assignments homeworks, course work too hard/0, hard/50, about right/100, easy/50, too easy/0
Teaching assistant t a, teachers assistant very good/100, good/75, okay/50, bad/25, very bad/0

Fig. 1. Topics used in Rate-A-Course system experiment

System S: We will now ask your opinion on the
following aspects of your course: the in-
structor, the assignments and the exams.
Is the instructor: very good, good, okay,
bad, or very bad?

Mixed S: Which topic was the next most impor-
tant to you? Your choices are ...

User S: Would you like to discuss another
topic?
U: Yes
S: Which topic is the next most impor-
tant to you? Your choices are ...

Fig. 2. System questions by initiative condition

over the telephone. Most courses are evaluated using writ-
ten surveys. Some universities also use electronic surveys for
midsemester course evaluations. Both types of survey suf-
fer from low response rates, perhaps because students do not
think that course evaluations are used by faculty or admin-
istrators [12]. Also, frequently course evaluation survey re-
sults, particularly the answers to open-ended questions which
other students might find most useful, are not made available
to other students for use during course selection [13]. As a
result, students have created their own internet forums for ex-
changing comments on their courses.

The Rate-A-Course system is a prototype telephone-based
spoken dialog system that could be used as a replacement for
or adjunct to other course evaluation methods. The novelty
factor of talking to a dialog system might increase response
rates; because the survey results (including comments in re-
sponse to open-ended questions) are available in electronic
form, they can be distributed over the web or telephone.

Rate-A-Course System ImplementationThe Rate-A-Course
system is implemented in VoiceXML, XML and Javascript. It
runs on the BeVocal Cafe platform and uses its proprietary
speech recognizer [14]. The survey questions, and poten-
tial answers, take the form of an XML document that can be
automatically generated from a web-based survey design in-
terface. This interface permits the selection of choice points
(for subdialogs), question types and error-handling strategies.
The XML document is used to automatically generate speech
recognition grammars and to populate VoiceXML forms that
act as templates for different question types. Javascript em-

bedded in the VoiceXML forms permits automatic logging of
all system and respondent interactions.

Possible answers to close-ended questions and question-
related keywords taken from the XML document are used to
create recognition grammars; these permit respondents to an-
swer close-ended survey questions using full or partial sen-
tences, using the terms specified in the question or using syn-
onyms of question terms. In this version of the system, no
attempt is made to automatically process the answers to open-
ended questions during the survey.

The Rate-A-Course system permits respondents to ask for
the last question to be repeated and to ask for help at any time.
A request for help is interpreted as a request for clarification
of the current question. The system also provides help on
a recognition failure or no input; this help can be a simple
repetition of the question, an explanation of the answers or
an example answer, or a subdialog, depending on the XML
specification for the survey. Respondents in the experiment
described here were only allowed to go back or cancel for
certain questions (e.g. course department and number).

The Rate-A-Course system generates structured logs in
the form of question-answer pairs for all questions, as well as
a complete dialog history with pointers to the audio files con-
taining respondents’ speech.

Adaptation in the Rate-A-Course SystemThe Rate-A-Course
system implements several different dialog behaviors leading
to different amounts of system interactivity and adaptation:

• Choice of question type:In the XML document, sur-
vey designers can specify whether a question should be
open-ended or close-ended and can specify valid an-
swers to a close-ended question.

• Question ordering: The VoiceXML forms implement
random ordering of questions when the survey designer
does not specify question order.

• Lexical adaptation: The VoiceXML forms implement
lexical adaptation, so that the system can adapt its choice
of words and tense to the user’s word choice.

• Initiative: There are VoiceXML forms for a survey
with system initiative(the system chooses the question
order),mixed initiative(the respondent chooses in which
order to answer survey questions), oruser initiative(the



respondent chooses which survey questions to answer,
as well as the order in which to answer them).

The survey designer can give the respondent a code that pre-
specifies system behaviors. This means that in addition to
collecting survey data, the system can be used to perform re-
search about spoken dialog and survey design.

3. USER MODELING IN THE RATE-A-COURSE
SYSTEM

One potential advantage of using survey dialog systems is that
artifacts of the interaction, such as the prosody of respondent
speech, can be used to learn information beyond that covered
explicitly by survey questions. In other words, it is possible
to learn more than a survey asks[15].

We recently conducted an experiment using the Rate-A-
Course system. The experiment was designed to investigate
issues of adaptation in conversation; specifically, how a dialog
system user adapts to different degrees of system adaptation
in initiative and lexical choice. It involved sixteen participants
in each of the three dialog initiative conditions described ear-
lier. Participants used the Rate-A-Course system to complete
a survey about two of their courses. They were asked about
five topics for each course. For each topic, they were first
asked to rate that aspect of the course (e.g. “Was the instruc-
tor very good, good, okay, bad or terrible?”). Then, they were
asked to explain their rating (e.g. “Why did you think the in-
structor was okay?”). Each participant was also asked to give
their overall rating of each course. The resulting corpus con-
tains ninety-six course evaluations. Figure 1 gives informa-
tion about the course topics. Figure 2 shows how the system
moves from topic to topic in each initiative condition.

Here, we use the corpus of course evaluations to look at
how dialog epiphenomena can be used to build user models of
survey respondents. We look at two aspects of the interaction:
the order in which respondents chose to discuss course topics;
and the duration (in seconds) of their responses to the open-
ended question about each course topic. To build user models,
we adapt the SMARTER procedure described in [16]. We use
course topics as domain attributes and course topic ratings as
attribute values. We assume independence of course topics.
We map topic ratings to numeric values in [0,100] for each
topic as shown in Figure 1.

Models We built six multiattribute decision models [17] for
each course for each participant. To evaluate the fit of our
models, we computed the Pearson correlation between partic-
ipants’ actual course ratings and the course rating estimates
produced by each model. Each model is a weighted sum of
the ratings of the topics for the course:

course rating =
∑k

i=1 witopic ratingi

The first model (Equal) weights each topic rating equally.
The second and third models use the order in which topics

are discussed in the dialog to rank order course topics. The
second model uses rank-order centroid (ROC) weights [18]:

ROC: wi = 1/k
∑k

j=i 1/j
The third model uses rank-sum (RS) weights [17]:

RS: wi = 2(k + 1− i)/k(k + 1)
The fourth model weights each topic by the duration of

the participant’s answer to the open-ended question for that
topic, divided by the total amount of time the participant spent
answering open-ended questions for that course:

Duration : wi = durationi/
∑k

j=1 durationj

The fifth and sixth models rank order topics by the dura-
tion of the participant’s answer to the open-ended question for
that topic, and then use rank-order centroid weights (ROCD)
and rank-sum weights (RSD).

ResultsFor the system initiative condition, there was no sig-
nificant relationship between actual participant course ratings
and any automatic estimates of participant course ratings. By
contrast, for the mixed initiative condition, there was a moder-
ate significant relationship between actual course ratings and:
ROC (r = .51, t(30)=3.24, p< .05); RS (r = .50, t(30)=3.15, p
< .05); Duration (r=.50, t(30)=3.18, p< .05); ROCD (r=.59,
t(30)=3.95, p< .05); and RSD (r=.55, t(30)=3.63, p< .05)1.
For the user initiative condition, there was a marked signif-
icant relationship between actual course ratings and: Equal
(r=.65, t(30)=4.63, p< .001); ROC (r=.62, t(30)=4.37, p<
.001); RS (r=.63, t(30)=4.49, p< .001); Duration (r=.67,
t(30)=4.96, p< .001); ROCD (r=.69, t(30)=5.15, p< .001);
and RSD (r=.67, t(30)=4.98, p< .001).

We conclude that when a survey dialog gives the respon-
dent at least some initiative, (1) we can learn the factors that
contributed most to a respondent’s overall course rating, by
ranking them either in the order they were discussed or by re-
sponse duration (for open-ended responses); (2) we can use
the ranked factors to estimate the respondent’s overall course
rating. However, while user initiative leads to shorter dialogs
for respondents without cost to the user model, other criteria
(such as a desire to obtain values for all aspects of a course)
may mitigate against user initiative in survey dialog systems.

There are several possible reasons why our models are
not more highly correlated with participants’ overall course
ratings. For some participants there were factors (e.g. the
textbook) that were not among the course topics in the survey.
Also, some participants commented that their course did not
have a TA so they could not discuss that topic.

The topic order data from this experiment contains other
trends. Participants in the user initiative condition usually
only discussed one or two aspects of a course (mean: 1.8 top-
ics), most often the instructor and/or exams. Furthermore,
what matters to participants most about a course is some-
what course-specific: only 9 of 32 participants in the mixed
or user initiative conditions chose the same topic first for both

1A Bonferroni adjustment has been applied to all per-comparison p val-
ues.



courses they evaluated, although 23 had the same topic in the
first two for both courses. Thus, the models described above
are both user-andcourse-specific models, rather than simply
user-specific models.

One potential application of this work would be in design-
ing course evaluation summarization and question-answering
functionalities for the Rate-A-Course system. For example,
if a particular student demonstrates a strong preference for a
particular aspect of their courses over time, then summaries
targeted to that student could focus on that aspect [19]. Or if
multiple students chose one aspect of a particular course first,
that aspect could be emphasized in summaries for that course.

Finally, other dialog epiphenomena could be useful for
this or related tasks. For example, we could look at the emo-
tional strength of a respondent’s answer to an open-ended
question, measured using prosody or using word-based rat-
ings of emotional strength.

4. CONCLUSIONS AND FUTURE WORK

In this paper, we presented the Stony Brook Rate-A-Course
survey dialog system, a survey dialog system that can supple-
ment or replace existing written and electronic course eval-
uation surveys. We showed how the dialog epiphenomena,
specifically the order in which questions are answered and the
durations of responses to open-ended questions, can be used
to learn more than a survey asks.

We are currently analyzing the experimental data used in
this work to test the hypotheses for which the data was ini-
tially collected, and to build richer user models based on more
features. In future work, we plan to extend the Rate-A-Course
system so that callers can hear summaries of evaluations from
the system and from web-based course surveys; to extend the
system’s range of dialog behaviors for further dialog adap-
tation studies; and to explore methods of automatically tran-
scribing, indexing and summarizing respondents’ answers to
open-ended questions.
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