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The internet brings to our fingertips unlimitedanhation resources. We need tools to
access these resources. Search engines are theviaelyg used tools for finding
information on the web today. They crawl the weldleix information and build large
dynamic dictionaries. Researchers and engineemxatering question answering (QA)
as another tool for extracting information from theb or from a set of documents.
Searchresult is a set of text snippets and links torélated documents, whilegaiestion
answeringresult is a sentence - a concise answer to thedppgestion. Current question
answering technology is based on matching a strorg a question to strings in
documents. This simple technique works surprisingdyl for open-domain (factoid)
guestionswho, what, when, and whefiading an answer in approximately 30% or cases
(Vorhees 2002 — 2005). This paper investigatepanoach to answeringhy questions
and the role of semantics in answering th&hyquestions are inherently more difficult
than factoid questions. In most cases finding awanto avhy question requires a
semantic analysis and domain knowledge. In thigpdpook at several exampleswhy
guestion-answer pairs and derive an automatic agprfor detecting an answer from

text for the chosen examples.

Current Approaches to Automatic Question Answering

Despite a seeming similarity to search, questi@waning is a significantly more
complex. It requires linguistic knowledge and exiracessing steps. Automatic Question
Answering uses search as one of its componentenArgl QA system design is

illustrated on Figure 1.
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Figure 1: Automatic question answering architecture
Question answering takes a natural language queasianput. A phrase extraction
module automatically retrieves a search phrase &@®ntence. Next, QA passes the
automatically extracted phrase to a search endtoe example, consider the following
guestion:
Who won the Nobel prize in literature in 1988?
The Phrase Extraction step identifies the searcasgifor this question as/bn the
Nobel prize in literature in 1988”A search engine returns a set of documents conggin
the phrase ansentence extractioreturns a set of candidate sentences. Hnswer
extractiongets the actual answer from a set of candidatesees. The basic version of
answer extractiorxpects the answer to the question occurs ndéketsearch phrase, as

in this answer:



Naguib Mahfouz won the Nobel prize in literature in 1988

Using the Web as a data source for answering qumsstias both advantages and
disadvantages. The main advantage is that the $\eighly redundant - the same
information may be repeated in different sourcesleacription of a news-worthy event
may appear in multiple newspapers or may be discuisg many interested bloggers. A
scientific or technical term may appear in variditionaries, blogs, personal websites,
etc. The disadvantage of the Web is that it issn@liable resource, it may contain false
or biased opinion information that is hard to defecan automatic question answering
system.

The approach to question answering described asdased on matching a
phrase from a question to phrases in text. It assuimt the search string occurs in some
of the source documents and that the correct asguvevail over the incorrect ones. This
approach fails when there is no string match betveeguestion and sentences in text, or
if the answer extraction requires semantic knowgedipnsider this question from a Text
Retrieval Conference competition:

What position did Moon play in professional footBglCorrect answeguarterback)

One of the occurrences of the correct answer appear source document:
Free agent quarterback Warren Moon will visit
the C evel and Browns on Tuesday and Wednesday, his agent said
Fri day.

Although the sentence contains the correct anstisrimpossible to detect it by simple
string matching since neither glay”, “position”, or “professional baseball’appears
in the sentence. Extracting an answer requires olokm@wledge on playing, sports, and

baseball, in particular, thatjtiarterback is a name for a player position in baseball.



Semantic Role Labeling
Semantic role labeling (SRL) also knownsasllow semantic parsinig a research area

of the Natural Language Processir8RL identifies predicates and their arguments in a
sentence (Gildea & Jurawsky, 2002). Current systnsider only verb predicates. The
argument types are: ARGO for an agent, ARG farectiobject, ARG2 for an indirect
object, ARG-TMP for a temporal argument, ARG-LOC ltecation argument etc. For
example:
Q: [ARGO Who] [ TARGET created] [ARG1 the comic strip Garfield]
A: Garfield is [ARG1 a popular comic strip[JARGET created] [ ARGO by Jim Davis]
featuring the cat Garfield
It has been shown that the semantic informatiomfSRL parsing benefits answering
factoid questions. In (Stenchikova, et. al., 2006)parsed the question and the candidate
sentences using a semantic parser. Semantic infiomalowed the system to pick out
the correct answers to factoid questions more atelyr

Modern semantic role labeling systems use a statistpproach to extract a
partial semantic parse of a sentence. Statistpyaioach to a NLP task is opposite to a
rule-based approach. In a rule-based method, expemie up with a set of rules (e.g.
syntactic context free rules for the syntactic pays While in the statistical method, a
data set is manually annotated by an expert agdtara uses the dataset to train its
prediction model. The prediction model is usedutomatically annotate new sentences.
For most NLP tasks (part-of-speech tagging, chunkindentifying phrases in a
sentence, syntactic parsing, etc.) rule-based rdstae developed first, and statistical
methods are developed later on. It is intriguirgf th the case of semantic role labeling,

the statistical approach is developed first, wttikere is no attempt to use a rule-based



approach for this task. A possible reason for¢bisld be that creating an exhaustive set
of rules for semantic derivation is more challemggiinan creating an exhaustive set of
syntactic rules. If we had an exhaustive set ldsrfor derivation available, a tool like
Semantica (Larson, et al 1997) could be usedutmmaatic derivation of semantic
representation of a sentence.

Semantic analysis with its application to autonalycansweringvhy questions is

further explored in the following sections.

Answering “Why” questions

In this section | investigate an approach for aommatic answer extraction fowhy’
guestions from text. | consider two cases: one whiee answer text contains a lexical
causation cue (because, caused by, etc.) anét¢bads when it does not. In both cases |
look at non-trivial examples with no exact lexioztch between a question and an
answer. My approach utilizes the modern semaalt&labeling technology. | evaluate
the strengths and limitations of my approach amvsivhat additional knowledge and
technology is required to extract answers for thesdered examples.

| draw my examples of question-answer pairs frotataset collected by Vebern (2006)
where several annotators read short newspapelearéind constructedhy questions
about the events described in these articles. Q@ilm@otators constructed answers to these
guestions. Vebern reports that for the majoritguéstions there is a high syntactic and

lexical difference between the questions and tlsgvars in the candidate sentences.

Semantic relation between phrases



In the next sections | usemantic relationso compare frame attributes. The semantic
relations are the domain knowledge stored in antfies and dictionaries. Some of the
semantic relations useful for a system are:

e Synonym, e.g. famous & well-known

* Hypernym(type-off/is-a), e.g. car & vehicle

e Meronym (part-of), e.g. wing & bird

* Implication, e.g. argue & “not oppose” (if A arguies B, then A does not oppose B)
The semantic relations can be either constructetually or gathered from data
automatically. WordNet (Fellbaum 2001) is an exargdla manually constructed
ontology which captures hypernym, meronymy and synorelations. Girju (2003)
automatically extracted causal relations from tBsigning and building a useful
ontology is not trivial; it is one of the curremsearch areas of the Natural Language
Processing. In the following sections | assume timatsemantic relation information can

be accessed automatically by a system.

Text contains causation cues

This section describes an automatic approach twexivegwhy question from a text with
a causation cue. Consider a question from Verbeafeaset:
Q1. Whyhas Dixville Notch become famous?
The passage from the text containing the answer:
Primary primacy is important to the 39 resident®odville Notch, a once
obscure hamlet hidden away in the icy mountainde Hampshire's North

Country. Since 1964 it hagown famous by being the first "precinct” to
declare its election result.



In order to automatically identify this passagaasndidate answer for the question Q1,

the automatic analysis needs to:

. Find the synonymy between “X becomes famous” andh&X grown famous”
corresponding to a semantic frame become(X, famous)

. Identify using co-reference resolution that thenananit refers to Dixville Notch.

. Identify by beingas a lexical cue for the causation

The automatic semantic role labeling identifiesaarfe in the question FQ1.:

FQlbecome (Dixville Notch, famous)

=] B charniak's Parse Tree
Wy (51 (SBARQ (WHADVE (WEE Why))
has (50 (4 has)
Dixville entity changing (NP (MNP Dixwille)
Motch [A41] (NN Notch))
become (VP (VEN become)

farmous new state [A2] (% (ADJP (JJ famous)))i))
? . 211

FQ1: become(Al/Dixville Notch, A2/famous)
To capture the question wotedthy” in the frame convert the FQ1 to FQ1’ by adding an
unknown variableREASON
FQL1': become (Dixville Notch, famoUuREASON).
This can be done automatically by triggering a fateeach question:
RULE-WHY: if “why” is present in the question frammadd an unknown variable
REASONOo the frame.

The automatic analysis of the candidate senterxteiseng the same program returns:

! This and all other semantic parses are done tstpg/I2r.cs.uiuc.edu/~cogcomp/srl-demo.php



B charniak's Parse Tree
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A co-reference resolution is applied to each prontoudentify its referent. It
should identify thait refers toDixville Notch The modern technology for automatic co-
reference resolution achieves reasonably goodtsefsulpronominal resolution
(Baldwin, 1997)

Three frames are identified by the automatic sefmgatrse. One of them is FAL (it will
be used to extract an answer):

FALl: grow (AM-TMP/since 196, Al/ Dixville Notch, A2/fampAM-MNR).

The automatic semantic role labeling treats thé geow in FA1 literally, or
synonymous tincrease It identifies its direct and indirect object ditrtes as “thing
grown” and “amount increased by”. However, in ttésegrow has a sense closer to
becomehan toincrease. A word sense disambiguation module should bezetliprior
to the semantic role labeler to identify the corssmse of the verb. Word sense
disambiguation (WSD) is a research area of the fdhlianguage Processing aimed at
identifying a correct meaning of the word from tmntext (Ide, Veronis 1998). WSD

captures rules based on syntactically related ttaasts from the context. For example,



one rule may state thatgfow appears in a syntactic structure with an adjedister
node, e.g(VP (VBN grown) (ADJP (JJ famous)it)is more likely to carry a meaning of
“become” or “change state” than “increase” .

Assuming that the word-sense disambiguation anefeyence resolution
succeed, we can identify a semantically relatiamben the frames for a question
(QFrame) and an answer (AFrame). To match the igmeshd the answer frames using
RULE-MATCH: for each attribute in the question franfind a corresponding attribute
in the answer frame. In the given example we gateword match for the frame strings:
Dixville Notchandfamous ARG-MNR attribute in the answer is matched to the
unknown attribute REASON in the question. The amda¢hewhyquestion is the text

of the ARG-MNR argument in the answer frame:

QFrame: become ( Dixville Notch/Al, famous/A2, UNREASON )
A A A

A A 4 A 4

AFrame: become(since 1964, Dixville Notch/Al, famous/A2;cause ..."”/ARG_MNR)

Figure 2A. Matching question and answer frames

Consider a hypothetical example where the quesgtimase is Q’:

Q’: Why didthe small town becomewell-known.

10



QFrame: become ( Dixville Notch/Al, famous/A2, UNREASON )

I I
Is-a Synonym

|

AFrame: become(since 1964, small town/Al, well-known/AZcause ...”/ARG_MNR)

Figure 2B. Matching question and answer frames outhexical match

By identifying a hypernym relatiorbfxville Notchis asmall town)and synonym
relation famousis synonymousto well-known)the frames may be matched (Figure 2B).
This example shows how ontology for identifying sggms and hypernyms can be used
to match the question and a candidate answer frames there is no exact lexical match
between the attributes.
To summarize, finding an answer in a sentence gdtlsation cue involves:

1) Semantic parse of a question and of text

2) Disambiguate the verbs

3) Apply RULE-WHY to the question frame

4) ldentify referents of the pronouns using co-refiee.

5) Apply RULE-MATCH to match question and the answe

6) Use ARG_MNR argument from the answer frame aaremwver to thevhy
guestion

Text does not contain a causation cue

This section describes an automatic approachridirfg an answer tovahyquestion

from text without a causation cues. This approa#suneuristics to extract a frame (or a
part of a frame) from the candidate sentence amawer to the question. A natural
language generation module is necessary to cotheenswer semantic frame to the

answer text. Consider a Q2 and its candidate angxer

11



Q2: why some educationists do not oppose to ldagses?

“Some educationists argue that large classes dbindér children's schooling,
pointing to countries like South Korea which appeeachieve better academic
results despite having groups of up to 60.”

Incorrect: Subject of
point(A0) should be
“some educationists’

] L - S .-':':.I:I] /

why educationists /
some argue /
educationists that argument [A1]
do large S e, preventer [ pointer [20]
not negation [AM-NEG] tlasses | [ [ ]
oppose
to thing opposed to :
large [A1] hinder

childran
tlasses e

schooling

pointing

to

countries

like

South

Korea

wehirh

The partial semantic parse of the question:
FQ = Not_Oppose(A0="some educationalists”, Al="lagasses”, REASON =%)

The partial semantic parse for the answer idestgeveral nested semantic frames:
FO = Argue(who="some educationalists”, argument¥ F1

F1 = Not_Hinder(AO/preventer="large classes”, Agftte="children’s schooling”,
adv=F2") )

F2 = point(AO/pointer = “some educationists”, A2ather countries ...”)

2 This question was simplified. The original questwas:why is it that not everyone opposes to large cks@semy
analysis | ignore the quantification problems: “soeducationalists” is treated as a simple nounsghaad not
analyzed further.

% For the simplification | treat the negation asastpf the predicate.
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A valid answer to the question may be: a) the wicaledidate sentence, b) a part of a
sentence, e.gbtcause some educators argue that large classastdander children’'s
schooling, or c) a paraphrase of the sentence, esgnie educationalists point to
countries like South Korea with large classes aibgood academic results”
Algorithm for extracting the complete sentence asraanswer
1) Find a framd- in the candidate sentence where the subject (A@hea
(either exact lexical match, hypernym, or synonwghation) the subject (AO) of
the question
In the above example, the subject of the frame@F§ue)andF2 (Point)AO="some
educators” matches the AO of the question.
2) Identify the relation between the verbs of thesfion frame and the matched
answer frame (not_oppose and argue). If this isnghcationrelation, use the
frameF as an answer.
Semantic knowledge is requiredo identify a relationship betwe@ngueandnot
opposean ontology entryargue for X impliesnot oppose XThe relation needs to be
established not just between the verbs, but betweererb-attribute pairsnot_oppose
large class€sand “argue that large classes .. We assume that trergueframe in the
candidate answer has a meaningarfiuefor large classes however this is only a
guess because we are not analyzing the meanihg afgueframe. If the statement was
“argue that large classes hinder children’s schaogilints meaning would bedrgue
against large classesand the sentence would not be a valid answdnégbsed

guestion.

13



The frame FOArgue is selected as an answer, while the framepih() is not selected
becausargue Xdoes not implypoint to X The frame FO (Argue) corresponds to the
complete candidate sentence.
Conciseness of an answer is important if the sy$tasra limiting user interface
(a PDA) or runs over a voice interface.
Algorithm for extracting a more concise answer: because some educators argue that
large classes do not hinder children's schooling”
Steps 1 & 2 are the same as above
3) If an argument of Al is a frant€l(AO, Al, A2 ...and AO="large classes” in
F1 matches an argument of the question, simplifyd&1' (A0, Al), by
keeping only the subject and direct object argusen
The motivation behind the third step is to remavelévant information from the answer.
An assumption is that the direct argument of Flt@ios a meaninful answer, while other
arguments are irrelevant. The third step applbetth¢ example identifies the frame F1 =
not_hinder(A0, A1, AM_ADV), where AO="the large slses” matches the argument of
the question. The AM_ADV is removed from the anss@mtence, so the answer frames
are:

FO = Argue(who="some educationalists”, argument3 F1
F1' = not_hinder(AO=large classes, Al=childrerch@oling)

The lexical representation for these frames catidowed by a natural language
generator: “some educationists argue that largesekado not hinder children’s

schooling”.

Rephrasing the answer

14



In the previous example, the answer was part oii@e candidate sentence. The
human annotator who answered this question camathslightly different answer:
H1 some educationalists point to countries like St{dhea with large classes
and still good academic results
H1 is paraphrased on several levels. First, thssvan makes several generalizations by
paraphrasing the frame arguments:
“groups of up to 60” is rephrased as “large class”
And “better” is replaced by “good” in the phrasetgl academic results”.
Let A stand for the statement “large class/group of B0*for “good/better academic
results”, ance — for “some educationists”. Then statement H1thedohrase from the
text (T) are:
H1: E point to countries like SK with A and still B
T: E point to countries like SK which appear to ackidvdespite having
The second level of a paraphrase uses constitdestsl B within different strings:
“which appear to achievé& despite havin@” ~ “with A and stillB”
Paraphrasing an answer requires the knowledgerappease strings, or different lexical
representations for the same semantic knowledgeildf¢ and correct paraphrasing is a
difficult problem in natural language processingg@&chChoosing an answer from a set
of possible paraphrases by adapting it to a padaticiser is an interesting research

problem.

Case of Conflicting Candidate Sentences
The shallow semantic analysis described in theipusvsections avoids understanding a

guestion. Consider a scenario where we had twoidatedsentences.
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1) Some educationists argue that large clagkesot hinder children's schooling

2) Some educationists argue that large clagsesler children's schooling

This would give us two conflicting candidate anssvén order to choose a correct
answer (1) we must have semantic knowledge abadagidnists and their goals toward
schooling and to be able to derive a correct answer

Educationists aim at teaching children, so hindgahildren’s schooling is not in their
interest. Ontology with an entry for “Educationistfid the knowledge thatnderis an
antonym ofimproveenable the system to pick a correct answer.

A sample ontology entry fdéducationist:

Type Person

Type Job description

Job location School, university...

Goals Teach kids, Improve schooling,

Assume domain knowledge:
» KL1. “If X does not improve children’s schoolingetiheducationist opposes X” or
not_improve(X, children’s schooling) -> oppose ¥,
* K2. Hinder is opposite of improving: hinder(X,Y) NOT_improve(X,Y)
In order to pick a correct answer we need to autically perform a logical proof which
matches the answer 1 or contradicts the answen&fdllowing propositional logic proof

derives a contradiction for the second (incorraogwer A2.
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A2: E argue that hinder(A, B)

Q: NOT_oppose(“educationist”, “large classesjuestion frame with REASON_WHY
removed

K1: NOT_improve(X, “children schooling”) -> oppdSeducationist”, X)

K2: hinder(X, Y) -> NOT improve (X,Y)

Stepl: From A2, K2 E argue that NOT_improve(“large class”, “childrgehooling”)
Step2: From K1 & Steploppose(“educationist”, “large class”)

Step3: From Q and Step2NOT_oppose(“educationist”, “large classes”) AND

oppose(“educationist”, “large class”)
CONTRADICTION

Figure 2: Logical proof derives a contradiction
A2 is the semantic representation of the secammb(rect) answers
K1, K2 are derived from the knowledge base
The logical proof finds contradiction between thearrect answer and the statement of

the question and allow the system automaticallyategn incorrect candidate.

Conclusion

In this paper | presented an approach to autorgagstion answering afhy questions
from text . The approach identified and matcheds#raantic frames in a question and
candidate sentence detecting semantic relatiomgebeatthe elements of the frames.
Question answering is a complex task that bene@ta utilizing many other
technologies. | identify the technologies necessagnswemwhyquestions:

» Word sense disambiguation for the frame verbs

» Co-reference resolution for pronouns

» Paraphrasing is beneficial to achieve more humandnswers.

» Natural language generation module converts thesgmframes to the lexical

surface representation.

Logical provers allow the system to validate théeptal answers.

The approach utilizes the following domain knowledgr answeringvhy questions:
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» Ontology for the identification of semantic relat®between the frame attributes
(synonymmeronymhypernynrelations) allows matching attributes that are not
exactly lexically equivalent.

* Ontology ofimplicationsemantic relations for the verb predicates is rezuogs
when extracting an answer from text without cawsatiues.

» Paraphrase dictionaries could be used for deripargphrasees

In this paper | analyzed several sample questi@wanpairs. This analysis is not
exhaustive, similar analysis should be appliedlemiify more types of question/answer
pairs. The next step is to build an automatic qoesinswering system utilizing existing
technologies (word sense disambiguation, ontoltogycal provers, co-reference
resolution, natural language generation, and paaapig) and test this approach
automatically on the data. Some of these technedogie available off-the-shelve and
achieve reasonably high performance, while othersll in the research stage.
Semantic role labeling technology is used to exfpactial semantic parse of a
sentence. Currently it has limitations, as it azdysiders verb predicates. | think that full
semantic parsing is the next step in the NLP teldgyathat would help to improve many

applications including question answering.
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