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Abstract—In this paper we will analyze the many components Section VI concludes the paper.
of a L3 handoff and will introduce a novel algorithm for reducing
the L3 handoff time. We will introduce the concept of Temporary Il. RELATED WORK

IP address (TEMP.IP) as a way to resume communication .
immediately after the handoff while waiting for the DHCP server A lot of work has been done on reducing the L3 handoff

to assign us a new IP address (NEWP). We will show how, with ~ delay; however, very little has been done on reducing the
our approach, it is possible to reduce the L3 handoff latency to DHCP acquisition time itself. Kim et. al. [2] try to reduce

values that in some cases allow us to have seamless VoIP sessionfhe L3 handoff delay by proactively reserving the new IP
address for the new subnet while still in the old subnet.
In particular, they acquire a new IP address and update the
. INTRODUCTION SIP session with the new address before performing the L2
With the growth in popularity and fast deployment of thdandoff. Unfortunately, this approach requires changes to the
IEEE 802.11 networks, Voice over WiFi (MoWiFi) is gainingDHCP protocol and to the network infrastructure as well.
more and more momentum. A lot of effort has been put iAlso, in order to perform a L2 handoff, they make use of
the research community for solving critical problems such #ise active scanning procedure. Such a procedure can be very
L2 and L3 handoff delay, security, channel capacity. In thisxpensive in terms of time and the assumption made in the
paper we introduce a novel algorithm for achieving seamlegaper of a link layer handoff delay of 50 milliseconds appears
L3 handoffs for VoIP sessions. One of the major goals @bmpletely unrealistic. DRCP [3] is a new protocol intended
our approach was to introduce modifications on the clietd replace the DHCP protocol. DRCP drastically reduces the
side only. This, however, has forced us to introduce soragldress allocation time allowing handoff times in the order
limitations in our approach that will be discussed in moref a few hundred milliseconds [2], still too big for real time
detail later. In general, when a mobile node (MN) moves frompplications. This new protocol would also require an update
one Access Point (AP) to the next, it does not have any mearighe entire network in order to be supported. Akhtar et. al. [4]
to know if a L2 only or a L2 and L3 handoffs have occurregirovide a comparison in terms of L3 handoff delay between
as there are no standard ways to detect a change in subtvet. different approaches: SIP/DHCP and SIP/Cellular-IP. SIP
The use of router advertisements might be one way to soligeused for macromobility while DHCP and Cellular-IP are
this problem; however the frequency of such advertisementsiised for micromobility. In this paper they show how the
typically in the order of minutes, which makes it impossibl&IP/Cellular-IP approach introduces a delay of about 0.5
for a MN to know about a subnet change in a timely mannexeconds while the SIP/DHCP approach introduces, in the worst
In Section Ill, we will introduce a novel way to detect L3case scenario, a delay of about 30 seconds. The authors also
handoffs. Moreover, once the L3 handoff has occurred, tkbow how most of the delay introduced in the second approach
MN has to wait for some time in order to acquire a new B due to the DHCP procedure. In any event, both of the
address for that subnet via DHCP. In Section V-D, we wilprevious approaches are unsuitable for real time applications.
show how such a delay is usually in the order of seconds, [5], Hierarchical Mobile SIP (HMSIP) is introduced for
which for real time applications is unacceptable. Once the MiKicromobility of MN. A new component called HMSIP agent
has acquired the new IP address, if it was in the middle ofis installed as a local registrar in every domain, and every
call when the L3 handoff happened, it will have to inform ofmobile node registers with a HMSIP agent. When the IP
its IP address change the Correspondent Node (CN). In thddress changes, it needs to update the session to HMSIP
paper we will use the SIP [1] as signaling protocol, therefomgent. Also in this approach, the break during IP address
after acquiring the new IP address the MN will have to updagequisition time is ignored, and a new component should be
its SIP session with the CN. Only at this point the L3 handoifistalled in every visited network.
can be considered done. The rest of the paper is organized ds [6], three methods for reducing application layer handoff
follows: in Section Il, we briefly introduce some of the workime are introduced. The first one is using an RTP translator
that has already been done on the subject, Section Il showisich must be installed in every visited network. When a MN
our new fast address acquisition approach, Sections IV andy®ts a new IP address, it registers the new IP address to the SIP
show the implementation details and the experiment resultsgistrar of the visited network; then, the SIP registrar requests



the RTP translator to forward the traffic associated with the
old IP address to the new IP address. Another approach uses a
Back-to-back User Agent (B2BUA). There are two B2BUAs N DHCP Server
in the middle of MH and CH, and when the IP address of L2 Handoft
the MH changes, MH just needs to update session to the |—DHOPDISCOVER |
B2BUA. The last approach uses multicast IP address. When DAD
a MN predicts subnet change, it informs the visited registrar -
or B2BUA of a temporary multicast address as its contact or [————DHOP REQUEST
media address. Once the MN arrives at the new subnet and P -
gets a new IP address, it updates the registrar or B2BUA with
the new unicast IP address. However, in both the first two
methods, the time to acquire new IP address is ignored.
Many other approaches have been proposed in order to Fig. 1. DHCP Procedure
achieve fast handoffs in wireless networks. However, most
of these approaches such as [7], [8], require changes to the
infrastructure and/or the protocol. One good example of sutite order of seconds [4]. In particular, the longest component
a situation is Mobile IP (MIP). MIP has been standardizeaf the DHCP assignment procedure is the time between the
for many years now, however it has never had a significaBHCP_DISCOVER sent by the MN and the DHOPFFER
deployment, in part because of the considerable changent by the DHCP server. During this time Duplicate Address
required in the infrastructure. Fast handoff approaches in tBetection (DAD) is performed to be sure that the address
MIP context usually require additional hardware [9] and/dhe DHCP server wants to offer is not already used by some
changes to the protocol. This makes fast handoff solutionther MN. According to the DAD procedure, the DHCP server
based on MIP available only where MIP has already beeends ICMP echo requests for the requested address and waits
deployed and not in all of the deployments, but only in thoder incoming ICMP echo responses. As of the deployment of
that support fast handoff. Windows XP SP2 the DAD procedure has become less effec-
tive since SP2 disables by default any response to incoming
Ill. FAST ADDRESS ACQUISITION ICMP echo requests. In our experiments we have experienced
A. Background duplicate addresses because of SP2. The delay introduced by
In [10], we introduced the concept of spatial locality fothe DAD procedure can cause a significant disruption in any
environments such as hospitals, offices, campuses, schoetsgoing VolP session as well as in any real-time application.
In such environments we always utilize the same APs oveig. 1 shows the full message exchange between the MN and
and over hence not requiring their continuous discovery. THise DHCP server for acquiring a new IP address.
allowed us to introduce a caching mechanism. Following the As it will be described in the next section, we introduce
same principle, we can see how all of this applies for Lthe concept of Temporary IP (TEMIP) as an IP address that
handoffs as well. In particular, in such environments, we wiflan be used by the MN while waiting for the DHCP server to
always deal with the same subnets and more importantly tagsign it a new IP addresst. The way a TEN/Pis selected,
number of L3 handoffs required is very much lower than thiellows some heuristics based on a particular behavior of the
number of L2 handoffs. In some extreme cases, the wireld3sICP server. In particular, after the DHCP server has assigned
network of a campus for example, we will have one singlell the IP addresses of its pool at least once, it will assign
big subnet only. In such cases L3 will not occur at all whiladdresses to new clients based on an aging mechanism. The
roaming in the campus wireless network. IP address that has not been assigned for the longest time will
Two of the main problems encountered in a L3 handoffe assigned first. It is clear how, after some time, the way the
process are the detection of a subnet change and the ldRcgaddresses are allocated by the DHCP server is completely
address acquisition time via DHCP [11]. In particular, regardandom, one exception being that for any given MN the DHCP
ing the first point a few considerations must follow. Usingerver will try first to assign the last address that MN used
router advertisements for detecting the change in subnet iarlier. Because of this randomness in assigning IP addresses,
timely manner is not feasible because different networks mighte started measuring the average number of consecutive 1P
use different intervals for transmitting router advertisementsidresses in use in a wireless subnet. As it will be explained
and usually their intervals are very long (a few minutes). Qmore in detail in Section V, in our experiments the number
the other hand, the assumption of setting different SSIDs @b consecutive IP addresses used at peak time has a 99th
different subnets is wrong. Most large-scale 802.11 hotspagrcentile value of 5. This means that in 99% of the cases
networks use the same SSID everywhere. SSIDs are assigwedwill have at most 5 consecutive used IP addresses before
according to administrative principles and not according to tfi@ding an unused one, our TEMP.
topology of the wireless network. In a wireless environment it is safe to assume that the degree
In regards to the second point, the time needed by tbé& mobility of the MNs is high. Because of this, a common
DHCP server to assign an IP address to the MN can be dituation will be the one where a MN leaves the subnet before

DHOPOFFER




TABLE |

As we will describe later more in detail, once the MN
ENHANCED L2 CACHE

discovers a new subnet, it saves this information in cache so

Key Best AP Next Best AP that the next time it connects to the same AP, it will already
L\:/'hAC adldfess ﬁ’l ?PZ /gP?’ know in which subnet it is and no subnet discovery process
anne . .
Subnet ID | 160.38.X.1| 128.50.X.1| 160.38.X.1 will have to be initiated.

We will now describe the new algorithm more in detail.
When a MN performs a L2 handoff and connects to a new

. . . AP, it has to check if a subnet change has occurred or not. In
its IP address lease has expired. This means that usually ther “r to do this, it first checks its L2 cache to see if it has a

will be many leases which have not expired, that are n\$<'E1Iid value in the subnet ID field for the new AP. If it does,

[ MNs. Thi : X
used anq cannot be a;s&gpgd to new > IS representt?]éaMN compares this value with the subnet ID value of the
substantial waste and inefficiency of the IP pool managemen

scheme especially in networks with a high degree of mobilitg;\ggriaépn;nghgnths q tvl\ml‘q[hf:aetjasluzzvaegh;ﬁ?emrﬁ \t/r?(lausutbhneet
In our approach we exploit this misbehavior by re-using su ged. ’

IPs so that even though they cannot be assigned by the DH (_:hanged and the MN has to Initiate the L3 handoff Process.
: In"this case such a process does not include a subnet discovery
server we can still use them as TEMIP as they would not

. . r|ohase since the L2 cache already has such information. On the
be used at all otherwise. Furthermore, we also conside X
. . ofher hand, when the MN performs a L2 handoff and it cannot

crowded scenario where there are many MNs sleeping. In Sl*c d a valid value in the subnet ID field of the new AP, it has
a scenario, the IP addresses of the sleeping MNs can be Ué%fjnitiate the subnet discovery procedure '
as TEMPRIP for the time needed to acquire a new IP addreg% b ! ydp h ' d b
via DHCP. Please note that normally the TEMPis used for 1) Subnet Discovery ProcedureThe MN sends a bo-

‘ us DHCPREQUEST to the DHCP server (i.e. requesting

a§h9rt a“.‘oum of time, usually on the order of one s_econd,t se loopback address). The DHCP server responds with a
this is typically the amount of time needed to acquire a n

e, C ;

. HCP_NACK which includes among other things, the IP

IP address via DHCP' ddress of the relay agent of the subnet the MN is currently
For the application layer handoff we use the SIP protocol.

L vant t hasize that wh X TE h Bnnected to. This IP address is the value that will be stored
Is important to emphasize that when using a TEMPsuch an in the Subnet ID field in the L2 cache.

!P is used for ongoing sessions only. The SIP Home RegistrarNOW that we have a valid value for the Subnet ID field
'S not' aware of the TEMRP, only the Correspopdent N(,)delwe can update the L2 cache and check if we still are in
(CN) is aware (.)f the_c_h_ange of IP for the ongoing SESSIONy3 same subnet or if the subnet has changed by comparing
W session will be |_n|t!ated or_accepted only after 9etting g o subnet ID fields of the current and previous APs. If
new IP via DHCP. This is done in order to prevent a potent e are in the same subnet no further action is needed as we

conflict if the TEMPIP used is the IP of a MN in a sleepingh(,;we performed a normal L2 handoff. However, if we are in
state. a different subnet, we have to initiate the L3 handoff process.

In the following section we will introduce a new approach The | 3 handoff process changes according to three main
for subnet change detection as well as for fast address acQlianarios:

sition via DHCP. e Scenario 1: The MN enters in a new subnet for the first

B. Algorith time ever.
- Algorithm o Scenario 2: The MN enters in a new subnet it has been

According to the spatial locality principle and to other  before and it has an expired lease for that subnet.
considerations expressed in the previous section, we use aw Scenario 3: The MN enters in a new subnet it has been
enhanced version of the cache mechanism introduced in [10]. before and it still has a valid lease for that subnet.

This allows us to have a L2-assisted L3 handoff. The structure|n the first case scenario, the MN needs to select a THRIP
of the enhanced cache is shown in Table I. to use while waiting for an IP assigned via DHCP:

We now save in the cache the information about the relay2) TEMPIP Discovery: In order to find a suitable
agent IP address for each AP. The relay agent IP addresJEEMP_IP for the new subnet, we select a random IP address
used to identify each subnet and at the same time to assoc&tating from the router IP address which usually is the first one
a particular AP to its subnet. in the pool. We then start sending ARP requestpanallel

In general, when more than one subnet is present intaa10 IP addresses selected in a sequence starting from the
network, the relay agents are needed for the DHCP servandom IP address selected before. As discussed in Section IlI-
to identify from which subnet a DHCREQUEST is coming. A, this will secure us with a TEMBP since the probability of
This allows the DHCP server to assign a valid IP address finding 10 consecutive IP addresses in use is practically zero.
a MN in its subnet. If the network has one subnet only, thdn highly congested wireless networks where IP utilization can
there is no need for relay agents, and DHRPQUESTs will be very high, we can increase the number of ARP requests
be handled by the DHCP server directly. The DHCP servesent in order to find a TEMMPP. This larger number of ARP
in fact, will have to assign IP addresses belonging to its owaquests does not have any impact on the handoff time as the
subnet only. ARP requests are sent in parallel. In our experiments we have
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MN CN SIP Home Proxy
New IP Done
used an ARP timeout value of 130 ms. As will be explained SIP Re-INVITE
in Section V.B, this value represents the 90th percentile of the T»
total waiting time in the worst case scenario. The ARP timeout RTP Data

value must be chosen carefully, a bigger value will increase the
total handoff time, while a smaller value will introduce a risk _ SPACK |
for duplicate address. During peak time, in our experiments the
number of used IPs was about 50% of the total IP pool (Refer

. . . i —————_ SIPREGISTER
to Fig. 2). By choosing the 90th percentile of the waiting ——
time, the risk of picking an IP address currently in use as | SIP OK

TEMP_IP at peak time, is about 5%. In situations where the
network congestion is higher, a 99th percentile value of the
total waiting time should be chosen instead. Fig. 4. Full SIP Session Update
In the second case scenario the TEMPIis selected as
described above. The only difference is that instead of sending
ARP requests starting from a completely random IP addrebsppens a REGISTER will be sent to the SIP Home Proxy to
we start from the IP address we had the last time we weredignal the change of IP address.
this subnet. In general, the DHCP server always tries to assigny) DHCP Address Acquisitionln scenarios one and two,
to a MN the same IP address it assigned to that MN the Iagé have to request a new IP address to the DHCP server.
time it was in that subnet. This makes of the IP we last usqthis will not cause any interruption because we are now
in that subnet the perfect candidate for TENMPand perhaps using TEMPIP while waiting for the new IP address. Also,
the DHCP server will assign that same IP address as well.in scenario three this step is not required because we already
In the third case scenario there is no need for a THMP have an IP address with a valid lease that we can use for the
since we still have a valid lease for the new subnet. In thggrticular subnet we moved into.
case we can start using the IP with the valid lease right aways) S|P Session Update (2)As a final step, a new L3
and send a DHCIRREQUEST to the DHCP server in order tohandoff at the application layer is required so that the CN and
renew such a lease. the SIP Home Proxy are aware of the MNs new IP address.
3) SIP Session update (1Once we have a valid IP to As mentioned before, this time a REGISTER is sent to the
use, we can initiate the L3 handoff at the application layer. BIP Home Proxy so that new sessions can be accepted and/or
this paper we use SIP. The MN will send a re-INVITE to thénitiated as well. The full sequence of signals exchanged is
CN informing the CN of the change in IP. The CN will replyshown in Fig. 4.
with an OK. At this point the data exchange can be resumed.6) TEMP.IP removal: Once the SIP session update has
Note that the data exchange can be resumed after receivingfthished, we can then safely remove the TEMPand start
OK before receiving the ACK. The full sequence of signalasing the NEWIP assigned by the DHCP server. The switch-
exchanged is shown in Fig. 3. ing between TEMBP and NEWIP is completely seamless.
Please note that in scenarios one and two, only the CNThe full handoff process for scenario one is shown in Fig.
is aware of the TEMBP. The ongoing sessions will not be5, including the subnet discovery phase. Please note that the
interrupted while new sessions will be accepted and/or initiatedquence of messages exchanged in scenario two and three is
only after getting the new IP address via DHCP. When this subset of the messages exchanged in scenario one.
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RTP packets (TEMP_IP) Update (1)
L SIPACK
RTP packets (TEMP_IP) TEMP_IP in the A-STA subnet. The A-STA will start to send
SHCP DISCOVER ARP requests to find an unused IP in its subnet (TERP
m’TEMPJP) DHCP Address Once the whole arping procedure has finished and the A-STA
S— fesi has sent the new TEMMP to the R-STA, the A-STA will
5GP REQUEST | change its status back to available. If an A-STA is going to
DHCP ACK perform a handoff (i.e. is acting as R-STA), it will set its
RTP TEMP IP) status to unavailable. Please note that this would also allow us
SIP reNVITE to use some of the authentication mechanisms typical of the
Removing k/ﬂD rich presence framework.
TEMP_IP RTP NEW_IP) LSJ;::ees(szu)m Using this approach, the R-STA can obtain a TEMP
Tl siPACK while still in the old subnet which means that choosing a big
RTP packets (NEW_IP) value for the ARP timeout will not increase the total handoff
time. In this way we can be sure to avoid duplicate address and

at the same time the TEMRP discover would not contribute
to the total handoff time any longer. In particular, since we
Fig. 5. Scenario 1: Handoff Procedure know the TEMRIP before the actual handoff, we can think
of a scenario where we can update the SIP session before
performing the L2 handoff thus further reducing the total L3
C. A SIP Presence Approach handoff time.
However, a few considerations are needed in regards to this
In the previous section we have described how to performagst scenario. In general, in 802.11 networks there is no way
L3 handoff by using a TEMRP. However, such an approacho know in which direction a STA is going to move next.
has its weakness in the way the TEMP is selected. In |n particular, performing a SIP session update before the L2
particular, the ARP request timeout is the critical paramet@fandoff can lead to a big penalty if the STA will connect the
If such a timeout is too long it will directly affect the handoffSTA to a different AP than the one for which the SIP session
time, if it is too short it might cause duplicate address ilyas updated. In such a case the STA would have to restore a
the IP address selected for TEMP is already in use. To L3 session starting all over. A possible solution to this problem
solve this issue, in this section we introduce an approach f@ight be to send a probe frame to one of the next APs so that
finding a valid TEMPIP based on the SIP presence model. lffom the signal level we can try to guess to which AP we are
particular, we call Requesting STA (R-STA) the STA whichnoving closer to and therefore, will perform the handoff to.
needs to find a TEMPP and Assisting STA (A-STA) the  The SIP presence approach introduced in the present section
STA which will help the R-STA to find such a TEMM. We js much more reliable than the approach introduced in the
introduce a new presence service in which each subnet i%r@vious section for TEMPP discovery. We have to keep
presentity. Each subnet will have a contact list of all the An mind, however, that the SIP presence approach requires
STAs available in that subnet so that the presence informatigignificant support on the network side whereas the THRP

is represented by the available A-STAs in the subnet. Wheliscovery proposed in the previous section does not require
one R-STA subscribes to this service, it will receive presenggy network support at all.

information about a subnet, namely its contacts which are the
available A-STAs in that subnet. Please note that each client
can embody both an R-STA and an A-STA. Using this model
each A-STA will publish its presence information (URI, status) To implement our L3 handoff approach, we had to modify
as contact of the presentity. In particular, for each subnet weDHCP client, a wireless card driver and a SIP client. We
will have a contact list of A-STAs available in that subnet adelected Linux as a platform because we could easily get the
any given moment so that when an R-STA needs to find aource code of a DHCP client and a wireless card driver. We
A-STA in a particular subnet, it will select it from the contacused dhcp-pl2[12] as a DHCP client, HostAP driver (hostap-
list of that subnet. The chosen A-STA will then change it8.0.4)[13] as a wireless card driver, and a SIP client from
status to busy. The R-STA will ask the A-STA to find a validSIPquest [14].

IV. IMPLEMENTATION



TABLE Il
IP ACQUISITION TIME IN NORMAL DHCP AND OUR NEW APPROACH

Router Router
N/ N/ Normal DHCP [ Using temp IP
Lease is expired 518 ms 108 ms
160.38.x.x 128.59.x.x !/ Lease is not expired 7.5 ms 1ms

L4

AP

e . -
; N \ Static Node

i frame, we used Kismet[16] as wireless sniffer. To capture all
Mobile Node

_ the SIP messages in the static node, we used Ethereal[17].
¢%:> We measured the packet loss during the L3 handoff. We
I T T defined the packet loss as the number of packets sent from
the CN between the L2 association response frame and the
SIP OK message, according to the definition of L3 handoff
given earlier. Since the CN captures every RTP packet, we
just needed to know exactly when the L2 association frame
V. EXPERIMENTS had been received, and count the number of packets sent
between that point in time until when the SIP OK message

. had been sent. We synchronized the CN and the sniffer using
We performed the experiments on the 7th floor of thge Network Time Protocol (NTP), and used the arrival time

CEPSR Building in Columbia University. Since the Columbig¢ e | 2 association frame captured in the sniffer to calculate
University wireless network has only one subnet (160.38.x.4)o packet loss.

as we mentioned in Section IlI-A, we setup an extra AP to

add the second subnet (128.59.x.x). We used the two subr@isExperimental Results

for testing our new L3 handoff approach. ) ) 1) IP Acquisition Time:Table Il presents the average IP
we usgd a Pentium I.V 2.4GHz Desktop with Wlnd_ows X%cquisition time for the standard DHCP procedure and for

as a static node and installed SIPc [15], a SIP client fro r new approach. In the standard DHCP, when the DHCP

Columbia University. As a mobile node, a modified version ogi '

) ) ; ent needs to get an IP address, it checks the lease file.
the S.IP Cl'ent from SiPquest was used inan IBM ThinkP e lease file contains IP addresses, their lease time and
Pentium IIl with RedHat 9.0 (kernel version 2.4.20).

the subnet information. If the lease has expired, it sends a
B. Parameter Calculation DHCP_DISCOVER packet to get a new IP, otherwise, if the
I:Jease is still valid, it sends a DHCREQUEST packet to

In order to get an optimal waiting time value for AR the | 4 1P add 111, A ding t "
responses, we sent ARP requests to IPs from 168.38.24%76W the lease address [11]. Accor INg fo our resufts, we
see that it takes more than 500 ms in average to get the

to 168.38.246.255 and measured the response times. THESR . o
are the most frequently used IP addresses in the Colum Y IP via DHCP. This is mostly because of DAD. Actually,

University wireless network. In order to check the worst ca% € standard implementation should use 1 sec waiting time

scenario, we performed these experiments during the time g an ICMP response, but we have found out that the waiting

maximum network congestion (between 3:00PM and 4:00PM), e changes randomly from 10ms to 900ms because of an
We found that the 90th percentile value of the minimu rchitectural flaw in the Internet System Consortium (ISC)

waiting ARP time for detecting an IP address as in use, w plementation. When the lease has not yet expired, it takes

130 ms, and the 99th percentile value was 260 ms. We al§3° than 10ms in average to renew it and the DHCP client
calculated the number of IPs consecutively used in the DH ds to the IP address only after it gets a DHCP ACK from

IP pool finding a 99th percentile value of 5. the DHCP server. In our approach, we first plnd_ to_ the _Ieased
IP and we then start the process for renewing it, in this way
C. Measurements we have a disruption of less than 1 ms.

Theoretically, the L3 handoff time is the time from the Fig. 8 shows the total L3 handoff time and Fig. 9 presents all
L2 association response frame to the binding of the new e components of the L3 handoff time for an ARP response in
address. However, in SIP, after getting an IP address, e worst case scenario. We have divided the L3 handoff time
mobile node needs to announce its new IP address to tRE four components: Subnet detection time, IP acquisition
CN. Normal communication will be disrupted until the CNime, Client processing time and SIP signaling time required
updates its session with the new IP. Therefore, we defin& updating SIP session. We measured the whole L3 handoff
the L3 handoff time as the time from the L2 associatiohme in the three scenarios specified in Section I1I-B, took the
response frame to the SIP OK message after which nornd¥grage of each component, and reconstructed the total L3
communication resumes. In order to measure the L3 handbfndoff time of each scenario.
time, we needed to capture the L2 association response framéhe definition of each component is as follows:
and the SIP OK message. To capture all the packets froms Subnet detection time: From the L2 association re-
and to the mobile node including the L2 association response sponse frame to the DHCP NAK frame of the bogus

Fig. 7. Experimental environment

A. Test Environment
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approach and proposed approach (Scenarios 1, 2, 3) the one shown in Fig. 10. However, the burstiness of the

packets caused the packet loss to be slightly bigger.

MN DHCPd  Router ~ CN VI. CONCLUSIONS AND FUTURE WORK
L2 Handot In this paper, we have introduced a novel L3 handoff

complele | pHCPRequést pp g DCtEClNG subet approach. In our approach, in order to detect subnet changes,
AP Quorios. N me chanee we send a bogus DHCREQUEST which will cause the
Wamngﬁf{ 198mS | vision DHCP server to send a DHCRAK. We then extract the relay
ARP Query agent information from the DHCRAK frame. A Temporary

ARP Resporise —— 4me Processing IP address is selected by sending ARP requests to an IP range
. 4ms overhead to find an unused IP address. The TENMPwill be used until

lspox | 29T Sip signaiing a DHCP server assigns a new IP address to the MN. In such

scenario, the L3 handoff takes about 190 ms. Even though
this does not make the handoff seamless, it represents a big
T improvement considering that there is no L3 handoff approach
in the current Linux kernel and that such a delay is more than
Fig. 9. Scenario 1: L3 handoff components and their delay 40s in Windows XP.

When a MN has already visited the new subnet once before

and the lease for such subnet has not yet expired, the MN
DHCP.REQUEST. can update its SIP session with the IP address first and renew

« IP acquisition time: From the sending the first ARRhe lease later, achieving a seamless handoff with the delay of
request to expiration of the ARP response waiting timesbout 30 ms. Note that in such a scenario only a renew of a
« SIP signaling Time: From when the INVITE message haglid lease is required.

been sent by the MN to when the OK message has beerpne of the requirements of our approach was to not require

‘/mket to temp IP

—— ACK

received by the MN. any infrastructure changes. All the changes required by our
« Client processing time: the gap between components f@éw approach are introduced on the client side. Only mobile
processing internal signals etc. nodes (wireless card driver and DHCP client) need to be

As we can see in Fig. 8, by using the proposed approagtodified, and this makes our solution more practical.
the L3 handoff takes 200ms, 170ms and 30ms in scenaricHowever, not introducing changes on the infrastructure side
1, scenario 2 and scenario 3 (Section IlI-B.1) respectiveligrced us to introduce some tradeoffs between the total handoff
while it takes about 580 ms with the legacy approach. In ordéelay and the duplicated address probability. There is a small
to compare the two approaches, we have used our subciedince to get a duplicated IP address as a TERIEue to
detection mechanism also when measuring the L3 handffhg response times of ARP responses in a Wireless Network.
delay in the legacy approach as there are currently no otherorder to solve such a problem and make the TEMP
mechanisms to do this in a timely manner. solution more reliable, in Section 1lI-C we introduced a new

2) Packet loss:Fig. 10 shows the packet loss during L3approach based on the SIP presence model for determining the
handoffs. From Figs. 8 and 10 we can see that the numherrect TEMPIP. In particular, with the help of other STAs we
of packets lost is roughly linear with the handoff time, as ware able to find a TEMPP with no time constraints without
expected. We used a packetization interval of 20 ms. Usiadding to the total handoff time and therefore reducing to zero
such a value, we would have expected lower packet loss thhe risk of having a duplicate IP address.



As explained in section V, the biggest contribution to the
DHCP delay is given by the DAD procedure. We have already
started to work on avoiding duplicated IP addresses without
using any explicit DAD procedure. In doing so, it will be
possible to acquire a new IP from the DHCP server in a few
milliseconds, which will allow to further reduce the L3 handoff
time.
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