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Abstract
We present Power Mean Pyramid Scores (PMP), an

evaluation metric that extends the Pyramid evaluation
scheme for summarization by combining Sentence Con-
tent Units (SCU) scores using Power Mean. The Pyra-
mid method generates a summarization score by linearly
combining component SCU scores. We find that by com-
bining SCU scores using Power Mean, we can optimize
a single parameter, α, leading to significantly improved
correlation with human judgements. We demonstrate this
result through an empirical study based on TAC-08 eval-
uation.

1. Introduction
Automatic summarization is the task of identifying the
most relevant facts in a document or set of documents.
There are many existing successful approaches to au-
tomatic summarization for newswire text [1], broadcast
news speech [2] and video [3]. A challenging problem
within summarization is the evaluation of automatically
generated summaries. The most popular approaches, in-
cluding Pyramid Scoring [4], ROUGE [5], and F-measure
[6], compare a machine-generated summary against a set
of human-generated summaries.

Pyramid Scoring has become a popular technique for
summarization evaluation. The idea behind the Pyramid
method is that the relevance of a unit of information can
be determined by how many reference summaries include
it. The unit of information used by the Pyramid method is
the Summary Content Unit (SCU). An SCU is a seman-
tically atomic unit representing a single fact, but is not
tied to its lexical realization; two paraphrases of the same
fact represent the same SCU despite being expressed dif-
ferently. An SCU is assigned a score proportional to the
number of reference summaries that contain it. A Pyra-
mid Score for a summary is calculated by taking a nor-
malized mean of the scores of the contained SCUs. One
advantage of Pyramid scores is that it directly assesses
the identification of relevant facts, while ignoring their
lexical realization.

In this paper, we describe a method to improve Pyra-
mid Scoring. Power Mean Pyramid Scoring (PMP) uses
the original Pyramid method to assign scores to SCUs,

but identifies a more reliable combination function than
normalized mean. PMP demonstrates significantly higher
and more consistent correlation with human judgements
of relevance than Pyramid Scores in TAC-08 evaluation
framework. One closely related work finds an optimal
combination of alignment values for Machine Translation
[7]. They show that PM can be effectively used to weight
the alignment values such that optimal α produces better
combined alignments. Beyond Pyramid and ROUGE, [8]
have explored other evaluation measures for summariza-
tion. We provide details of Pyramid scores in Section 2
and PMP in Section 3. We evaluate PMP on TAC-08 ma-
terial (c.f. Section 4), describing the evaluation in Section
5. We conclude and describe future work in Section 6.

2. Pyramid Method for summary
evaluation

The “pyramid” in the Pyramid method is composed of
SCUs. Each tier corresponds to a number of reference
summaries that contain a particular SCU. The motivation
behind the name “pyramid” is that the top tier, containing
SCUs included by all reference summaries, will have the
fewest members, and lower tiers will have successively
more.

The first step in the Pyramid method is the identi-
fication of all SCUs that appear in any reference sum-
mary. Each SCU is then assigned weight proportional to
the number of reference summaries that include it. In an
evaluation using n reference summaries, the pyramid will
have n tiers, indexed by the number of reference sum-
maries including the contained SCUs. To calculate the
score, the weight of all included SCUs are added. Let Di

be the number of SCUs in the summary that appear in tier
Ti, and let X =

∑
iDi be the total number of SCUs in

the summary. The total SCU weight D =
∑n
i=1 i ∗ Di.

SCUs that do not appear in the pyramid are assigned a
weight of zero. This SCU weight is then normalized
by the optimal content score for a summary including X
SCUs. This guarantees that the Pyramid score will range
from zero to one. The optimal content score is calculated



as follows, where |Ti| is the number of SCUs in tier Ti

Max =

n∑
i=j+1

i|Ti|+ j(X −
n∑

i=j+1

|Ti|) (1)

where j = maxi(
∑n
t=i |Ti| ≥ X)

Notice that a summary that includes a single SCU
from the top tier, Tn, has a pyramid score of 1, regard-
less of how many optimally relevant SCUs are identified,
|Tn|. Due to the normalization term, this is an optimal
summary score. This normalization makes standard Pyra-
mid scores precision-biased. On the other hand, without
any normalization, the maximal pyramid score would be
achieved by including all SCUs included by any refer-
ence summary. This would result in a recall-biased score,
with no penalty for the inclusion of SCUs that occur in
no reference summaries.

3. Power Mean Pyramid Scores
The power mean is a generalization of the standard
Pythagorean means. The calculation of power mean is
shown in Equation 2.

M(α, ~x) =

(
1

n

n∑
i=1

xαi

) 1
α

(2)

The power mean formula provides a generalized way to
combine a vector of values. At various settings of α, the
Pythagorean means, minimum and maximum are special
cases of power mean.

lim
α→−∞
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Figure 1: Power Mean Special Cases

Evaluation scores are often calculated through arith-
metic or geometric means of component measures. This
is the case for accuracy, F-measure, ROUGE, and Pyra-
mid scores. By identifying an optimal value for α, power
mean can be used to identify a combination of measures
that has maximal correlation with human judgments of
quality, while avoiding arbitrary, intuitive decisions fa-
voring one combination function over another.

In Power Mean Pyramid Scoring (PMP), the power
mean function is used to combine SCU scores. Given
a summary, we construct ~x where |~x| is the number of
SCUs in the summary and xi is the SCU weight of the
i-th SCU. To be consistent with the original formula-
tion of Pyramid Scores rather than normalizing power

mean by n, we normalize these scores by the maximal
SCU score attainable with |~x| SCUs. Under the power
mean function, varying α leads to a score that is recall or
precision-biased. For example, by setting α to a value
that approaches ∞, the combination function becomes
the minimum SCU weight included in the summary, a
precision-biased measure. On the other extreme, set-
ting α to ∞ uses the maximum included SCU weight
as the final score, a recall-biased score. Similarly, PMP is
equivalent to common combination functions at specific
settings of α: lim

α→0
M(α, ~x) = n

√
x1, ..., xn, Geomet-

ric Mean; M(1, vecx) = x1+...+xn
n , Arithmetic Mean;

M(−1, ~x) = 1
1/x1+...+1/xn

, Harmonic Mean. By cal-
culating the correlation of this score with human judge-
ments we can identify an optimal value of α.

4. Evaluation Material of TAC08

To evaluate PMP, we use the open question answering
evaluation material from the 2008 Text Analysis Confer-
ence (TAC-08) Opinion Summarization shared task eval-
uation [9]. These opinion questions asks a system to sum-
marize justifications of a particular point of view. The set
includes questions like Why did people enjoy the movie
Good Night and Good Luck? The TAC-08 data set con-
sists of 22 targets. Each target has multiple sub-questions
on the same topic. Systems were required to gener-
ate summaries for each sub-question. Note that scoring
and human evaluation was calculated at the target level,
though systems generated responses at the question level.
The responses to these question are treated like a tradi-
tional summarization task, and are evaluated with a mea-
sure based on the Pyramid method.

Participating systems are required to aggregate opin-
ions across blogs and produce an answer containing any
support of the proposition. As in a traditional summariza-
tion task, the answer may contain many surface realiza-
tions of the same supporting facts. By representing the
underlying facts rather than the surface forms, the Pyra-
mid method is ideal for this task.

TAC-08 was evaluated using Blog06 [10] dataset con-
taining blog posts, non-blog documents and spam. Each
unit of text in the answer of TAC-08 had to be supported
from one of the Blog06 documents. For evaluation, ten
humans were asked to produce opinion summaries to be
used as the reference summaries used in the Pyramid
evaluation. Both the reference responses and the system
responses were annotated manually for the SCUs. Us-
ing these annotations, systems were given a score based
on the Pyramid method. In addition to this evaluation,
system responses were judged by human annotators on
five performance measures, including Overall Respon-
siveness. To evaluate the merits of the Power Mean Pyra-
mid Scoring, we compare correlations between evalua-
tion measures and the human annotated Overall Respon-



siveness Judgement (ORJ). ORJ was based in a scale of 1
to 10.

To address some of the bias effects of Pyramid Scor-
ing, the TAC-08 evaluation used a combination of F-
measure (β=3) and Pyramid Scores [11]. Recall is cal-
culated as the total weight of the SCUs included in a re-
sponse normalized by the total weight of all SCUs across
all reference summaries. Precision is calculated based on
the character length of the summary. Formally, let S be
the response containing N SCUs, S1, . . . , SN and L be
the number of NWS characters in the response. Let the
set of reference responses be R1, . . . , RM ∈ R. Finally
let w(Si) be the SCU weight function.

P = min(1,
L−N ∗ 100

L
) (3)

R =

∑N
i=1 w(Si)∑M
j=1 w(Rj)

(4)

TAC08 =
(β2 + 1) ∗R ∗ P

β2P +R
(5)

Pearson ρ Spearman ρ Kendall τ
Pyramid -0.003 0.104* 0.078*
TAC08 0.169* 0.171* 0.128*

PMP (α) 0.206* (0.09) 0.145* (0.5) 0.109* (0.05)

Table 1: Correlations on Tuning Set (*p < 0.05)

5. Evaluation and Discussion
Evaluation measures are useful insofar as they emulate
human responses or predict task success. For summariza-
tion, successful evaluation measures should highly corre-
late with human judgments of summarization quality. To
evaluate their relative efficacy, we compare the correla-
tion between PMP, Pyramid Score and the TAC-08 Met-
ric to the TAC-08 ORJ scores.

We randomly split the data into tune and test set with
11 targets in each set corresponding to 382 summaries
for tuning and 378 summaries for testing. We compute
Pyramid and TAC-08 scores for all the targets of tun-
ing sets using corresponding human answers. We then
calculate correlation of these scores with human ORJ
scores. Since there are disagreements between statisti-
cans on which correlation method to use when computing
correlation between real numbers and discrete human rat-
ings, we evaluate using three measures: Spearman, Pear-
son and Kendall. We present the correlation results for
the tuning set in Table 1. All of the results are tested for
statistical significance with p < 0.05. Correlations with
human judgments are often calculated and reported with
respect to a single summarization system. Pooling multi-
ple system responses leads to lower correlations than pre-
viously reported, but allows us to evaluate the robustness

of evaluation measures against the performance of mul-
tiple systems. Moreover, this strategy allows us to avoid
over fitting to specific system idiosyncrasies.

We observe in Table 1 that the TAC-08 metric corre-
lates more strongly than Pyramid Scores with more than
6.64% absolute for Spearman coefficient. This is not sur-
prising, as the TAC-08 metric was constructed specifi-
cally for the evaluation of this task. The construction was
performed in an ad-hoc fashion, using β of 3 without any
validation that this is optimal. PMP presents a mathemat-
ically consistent framework to optimize evaluation met-
rics.

To find an optimal α for PMP metric we performed a
linear search on the tuning set using each correlation mea-
sure as the optimization function. The tuned PMP scores
are significantly higher than Pyramid scores on tuning set
as seen in Table 1, but the correlation function was used
for optimization. We then apply the optimal α on the held
out test set to measure correlation without manual inter-
vention and obtain significantly higher correlation. Re-
sults are shown in Table 2. The correlation coefficients

Pearson ρ Spearman ρ Kendall τ
Pyramid 0.169* 0.198* 0.136*
TAC08 0.204* 0.200* 0.143*

PMP (α) 0.231 (0.09) 0.242 (0.5) 0.169 (0.05)

Table 2: Correlations on Test Set (*p < 0.05)

obtained on a held out test set were 0.2417 for Spearman,
0.2307 for Pearson and 0.1693 for Kendall respectively.
These correlation coefficients are higher than the regular
Pyramid scores by 6.17%, 4.4% and 3.29% absolute re-
spectively. All of the scores were statistically significant
with with p < 0.05. In fact, we observe that tuned PMP
scores also show greater correlation than TAC-08 scores
on the test set by 2.7%, 4.2% and 2.6% absolute respec-
tively, suggesting that TAC-08 metric was not optimal for
TAC-08 evaluation.

The significant improvement with correlation with
human scores using PMP on a held out test set allows us
to make a few significant observations. First, even though
Pyramid itself is very useful metric for summarization, it
may be sub-optimal to use the same metric universally in
all data sets and annotations. This study finds that evalu-
ation metrics such as Pyramid can be sensitive to combi-
nation function. Figure 2 show that optimal α lies some-
where in between the space of geometric mean (α = 0)
and arithmetic mean (α = 1) for Pyramid based summa-
rization evaluation metric. Second, PMP is remarkably
stable across tuning and testing sets. This suggests that
PMP can represent a reliable evaluation function with
relatively little overhead for tuning with an expectation
of consistent performance on the test set as well. Third,
Power Mean Pyramid Scores delivers a mathematically
coherent framework to find the optimal version of Pyra-



Figure 2: Correlation Graphs with Power Mean under Spearman for Tune and Test Sets

mid metric for the given task, data set and annotation.
PMP metric shows higher correlation with human ratings
than Pyramid or TAC-08 on the test set (Table 2).

6. Conclusion
We present the Power Mean Pyramid (PMP) Scoring
method, a novel mathematical framework that uses Power
Mean to compute Pyramid scores. We show that PMP
produces summarization scores that have significantly
higher correlation with human quality ratings than Pyra-
mid Scores and the TAC-08 metric. We also observe that
it may be sub-optimal to use the same metric universally
in all data sets and annotations. PMP delivers a mathe-
matically coherent framework to find the optimal version
of Pyramid Scores for a given task, data set and annota-
tion. We find that PMP is consistent across tuning and
test sets. By identifying a mechanism to optimize eval-
uation measures with correlation with human judgments,
we not only provide the opportunity for improved evalua-
tion on shared-tasks, but provide more informative results
to aid in the construction of summarization systems. We
believe the generalization of combination functions can
be applied to many other evaluation measures including
ROUGE and BLEU.
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