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‘ Topics for Today

Text Clustering

Gaussian Mixture Models
K-Means

Expectation Maximization
Hierarchical Clustering



‘ Announcement

Proposal Due tonight (11:59pm) — not graded
Feedback by Friday

Final Proposal due (11:59pm) next Wednesday
0 5% of the project grade

o Email me the proposal with the title
“Project Proposal : Statistical NLP for the Web”

Homework 1 is out
o Due October 4th (11:59pm) Thursday

Please use courseworks
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‘ Perceptron Algorithm

We are given (x;,y;)
Initialize w
Do until converged
if error(y;, sign(w.x;)) == TRUFE
W < W+ Y; T;
end if
End do

If predicted class is wrong, subtract or add that point to weight vector



‘ PGI’C@pttOﬂ (COﬂt.) Y is prediction based on

weights and it’s either 0 or 1

(1) = flut).ay) T
wi(t +1) = wi(t) + ald; — y;(t))zi,

Error is either 1, 0 or -1
D) Y
T
Input N ) Cutput ] . )
- Initial weights Error | Correction Final weights
Sensor values | Desired output Per sensor Sum Metwork
Tp | X1 Tg z o W Wy Co ] Co 5 T € i (TR} wuH o
Tk Wo L1 % U TekWe|Cgp+C1 +Coifg > fthenl else 2z — N T *e ﬂ(ID*d)ﬂ(Ilﬂcd)ﬂ(ngd)
1,000 1 04,0 01 04 0 0 04 0 1 +0.1 0.5 0 0.1
1,001 1 0A 0 01 04 0 01 0.6 1 0 0 0.4 0 0.1
1,10 1 05 0 01 0.5 0 0 0.5 0 1 +0.1 0.6 0.1 0.1
1011 0 060101 0.6 0.1 01 0.8 1 -1 0.1 0.5 0 0

Example from Wikipedia



| Naive Bayes Classifier for Text

P(Y=y,)P(X1,X2,..,.XNn|Y=
P(Y — yk|X17X27 °°°7XN) — stf’(Yﬁ;j)Sf’(Xl,X2,..,le\Yy—_ky)j)

_ P(Y=yp)IL, P(X;|Y=yg)

2 P(Y=y;)IL; P(X;|Y=y;)

Y < argmaz, P(Y = yp)IL,P(X;|Y = yi)

Yy



| Naive Bayes Classifier for Text

Given the training data what are the parameters to
be estimated?

P(y) PX|yy) PX[Y2)

: the: 0.001
Diabefes : 0.8 5?252{8;0-10 02 diabetic : 0.0001
Hepatbl\ys 02 blood : 0.0015 water : 0.0118
sugar : 0.02 fever : 0.01
weight : 0.018 weight : 0.008

Y < argmazx, P

= ye) I P(X;|Y = yi)
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‘ Data without Labels

Data with corresponding Human Scores

. n § - R
o “...Is writing a paper 0.5 _
Regression
- 0.1
o “...is happy, yankees won!”
0.87
- /
Data with corresponding Human Class Labels
P - ,, ~ 2 Perceptron
o ...Iswriting a paper SAD
Naive Bayes
- SAD y
o “...is happy, yankees won!” sher's | | i
PPY, Yy nappy| LFisher’s Linear Discriminant
- /
Data with NO corresponding Labels
11 H B 7 r \
o ...ISswriting a paper -
a _ ?
o “...is happy, yankees won!”




‘ Document Clustering

Previously we classified Documents into Two Classes
o Diabetes (Class1) and Hepatitis (Class?2)

We had human labeled data

o Supervised learning

What if we do not have manually tagged documents

o Can we still classify documents?
Document clustering
Unsupervised Learning
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| Classification vs. Clustering

Supervised Training
of Classification Algorithm

O O
ngI)OOO

o0

Oo

Unsupervised Training
of Clustering Algorithm
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‘ Clusters for Classification

Automatically Found Clusters
can be used for Classification
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‘ Document Clustering

9

@3 Which cluster does the new document
belong to?

Hockey Docs
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‘ Document Clustering

Cluster the documents in ‘N’ clusters/categories

For classification we were able to estimate parameters using

labeled data

o Perceptrons — find the parameters that decide the separating
hyperplane

o Naive Bayes — count the number of times word occurs in the
given class and normalize

Not evident on how to find separating hyperplane when no
labeled data available

Not evident how many classes we have for data when we do
not have labels

14



ocument Clustering Application

Even though we do not know human labels automatically

induced clusters could be useful

News Clusters

despite "acts of violence” aimed at discouraging them from participating.
| bew York Ny [# Video: Iraqis determined to vote i Al Jazeera
Iragis defy intimidation to vote, attacks kill 31 The Associated Press

I Business Aljazeera.net - The Guardian - Wall Street Journal - Monsters and Critics.com
I Us. all 5,024 news articles » [-71Email this stor
Sports . -
1 SeiToch EntertainmentTelevisionChannel 7 ABC flashes angry message, then
| sciech goes black ...
I Health New York Daily News - Richard Huff, Christina Boyle - 15 mi ago
I Entertainment Are you one of the millions of Cablevision subscribers who lost Ch. 7 ABC because of the fee
= dispute? If you were planning an Oscar party or if you're just especially bummed out about
I Elections missing the Academy Awards tonight, the Daily News would like to ...
ABC goes dark for Mew York Cablevision subscribers Washington Post
| Spotlight

Cablevision Programming Blackout Draws Fire In Washington Wall Street Journal
I Most Popular PC Magazine - Reuters - MEDIAWEEK - New Yark Post
all 911 news articles » [Email this story

» All news i
Headlines Brother describes Pentagon gunman's mental struggles
Images Austin American-Statesman - lan Shapira - 12 hours ago

HOLLISTER, Calif. - John Patrick Bedell was an independent-minded and skeptical teenager
YouTube MNews bright and questioning, with strongly held opinions, like countless other young people, his brother
- remembered Saturday.
Google Fast Flip  ® Video: Gunman opens fire near Pentagon. two officers injured ﬁ'é NDTV.com

Pentagon entrance to reopen Monday 'Washington Post

CBS Mews - Boston Globe - Salt Lake Tribune - The Epoch Times - Wikipedia- 2010 Pentagon shooting

all 4,204 news articles » [=1Email this star,

> Google News -
us. [V] Top Stories Updated & minutes ago
I Top Stories Obama congratulates Iragis on national vote
I Starred 7% Washington Post - 21 minutes ago
Word AP WASHINGTOM - President Barack Obama is congratulating Iraqis for turning out for elections {8

fall Street Journal - 5 hours ago - all 1.908 articles »

Sebelius: Bid for GOP support delayed health care
The Associated Press - 1 hour ago - all 983 articles »

Final Freedom haul
Boston Herald - 2 hours ago - all 504 articles »

Jobs: iPad Won't Tether with iPhone
PC Magazine - 17 hours ago - all 1.497 articles »

DC and MAC Cosmetics Fight Aids By Distributing Female Condoms
ChattahBox - 30 minutes ago - all 89 articles »

Sandra Bullock accepts her Razzie in person and continues her charm
offensive ...
Entertainment YWeekly - 9 minutes ago - all 568 articles »

Trust' Gap Between House, Senate Dems Hurting Health Care Push
FOXNews - 1 hour ago - all 362 atticles »

In The News

Kyle Kuric Sandra Bullock
Freedom Hall Kerry Rhodes
Academy Awards Brian Bowles

WEC 47 Alice in Wonderland
Dorminick Cruz Honda Classic

Recommended for you » New York, NY »

Add a section with stories recommended for you, by using search history.

New York's 20-point thrashing by New Jersey Nets will push free

Palestinians agree to indirect Israel talks

agents away ...

New York Daily News - Mitch [ awrence - 7 hours ago
World » Mike D'Antoni won't find it easy to lure free agents this summer after his team’s performance.
Once he saw the score from the Garden Saturday night, ...
NJ MNets blow out NY Knicks. 113-93. behind Devin Harris' 25 points The Star-Ledger - NJ.com Mis

AFP - 54 minutes ago

RAMALLAH, West Bank - The Palestinians agreed on Sunday to give indirect peace talks

Knicks' poor shooting opens door to Nets' win NorthJersey com
New York Times - Nets Are Scorching (blog) - ProBasketballTalk (blog) - Washington Paost

with Israel a chance following months of US-led efforts to lure both sides back to the

all 609 news articles » [EEmail this story

negotiating table.
PLO gives approval for indirect talks with Israel The Associated Press

Purnick: Blame Spitzer for Paterson

Temple Mount reopened to worshipers following clashes Jewish Telegraphic Agency

New York Daily News . Jovce Pumick . 6 hours aoo -
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‘ Document Clustering Application

I
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A Map of Yahoo!, Mappa.Mundi Map of the Market with Headlines
Magazine, February 2000. Smartmoney [2]
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How to Cluster Documents with No
Labeled Data?

Treat cluster IDs or class labels as hidden variables
Maximize the likelihood of the unlabeled data

Cannot simply count for MLE as we do not khow
which point belongs to which class

o User lterative Algorithm such as K-Means, EM

Hidden Variables?
What do we mean by this?

17



‘ Hidden vs. Observed Variables

Assuming our observed data is in R2

o_ O @ @
©o_ O )@
© °© 998 0 95,8 "
0SS 0SS
o @
0@ © offe
Cm X © ém @@ ©
_ 00900 o009 000
o |0 o |90
How many observed variables? How many observed variables?

How many hidden variables?
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‘ Clustering

If we have data with labels

Find out p; and ), from data N(pa Zl)

for both classes N(MZ; E :2)
30, ?)
55, ?)
(24, ?)
40, ?
If we have data with NO labels but know E35, ?3
data comes from 2 classes 9

Find out p; and ), from data " N (1 Zl)
for both classes N(,LLQ, 22)

19



K-Means 1n Words

Parameters to estimate for K classes

Let us assume we can model this data
with mixture of two Gaussians

Start with 2 Gaussians (initialize mu values)

[
€
o-o%
@

o
0 0 %08""
O
00
o2 90
00
Co

Compute distance of each point to the mu of 2 Gaussians and
assign it to the closest Gaussian (class label (Ck))

Use the assigned points to recompute mu for 2 Gaussians

20



K-Means Clustering

Let us define Dataset in D dimension{z1, zs,...,zx}

We want to cluster the data in Kclusters

Let ur be D dimension vector representing cluster K

Let us define r,,;. for each z,, such that
rnk € {0,1} where k=1, ..., K and
rnk = 1 if x,, is assigned to cluster k

21



‘ Distortion Measure

<
]
2
=

T’nkan _MkHz

L

™

S
|
= L

Represents sum of squares of distances to mu_k from each data point

We want to minimize J

22



Estimating Parameters

We can estimate parameters by doing 2 step
iterative process

o Minimize J with respectto Tnk [ Step 1 }
Keep Uk fixed

o Minimize J with respect to Kk [ }
: Step 2
Keep Tnk fixed

23



o Minimize J with respect to 7k
. [ Step 1 }
Keep py fixed

Optimize for each n separately by choosing "nk for k that
gives minimum Hﬂ?n _ TnkHQ

rok = 1if k = argming||z, — p;]|?
= ( otherwise

Assign each data point to the cluster that is the closest
Hard decision to cluster assignment

24



o Minimize J with respect to L [ }
_ Step 2
Keep T,k fixed

J is quadratic in Mk . Minimize by setting derivative w.rt. Lk to
Zero

. Zn F'nkLn
Hi =
Zn T'nk

Take all the points assigned to cluster K and re-estimate the
mean for cluster K

25



| Document Clustering with K-means

Assuming we have data with no labels for Hockey and
Baseball data

We want to be able to categorize a new document into one of
the 2 classes (K=2)

We can extract represent document as feature vectors

o Features can be word id or other NLP features such as POS
tags, word context etc (D=total dimension of Feature vectors)

o N documents are available
Randomly initialize 2 class means

Compute square distance of each point (x,)(D dimension) to
class means (y,)

Assign the point to K for which p, is lowest
Re-compute y, and re-iterate

26



‘ K-Means Example

2

—2 0 2

K-means algorithm lllustration [1]

27



| Clusters

Number of documents
clustered together

us. v| scirech

| Top Stories Obama to push White House vision for MASA in April

I Starred 3% Reuters - Bernd Debusmann, Jeff Mason - 23 mjmdtes ago

Warld President Barack Obama speaks about heghficare reform from the Fast Room of the White

— House in Washington March 3, 2010, SHINGTON (Reuters resident Barack Obama will
I us outline his administration’s vision fef space agency NASA apd an eventual trip ...
I Business BigPend News  President Obama In Florida srApril 15, to Elaborate On Mew NASA Initiatives  AHM | All

. Headline Mews
Obama sets c:anfye@future of space pra\j?zﬁﬁ.ssociated Press
I Entertainment Baltimore - Wall Street Journal - Sydney Worning Herald - CTV.ca
all 488 news articles » [~IEmail this stgp

I Sports
| Health 10 Issues Apple Needs to/@ress Before Releasing the iPad
I Spotlight eWWeek - 2 hours ago

News Analysis: The iPad is #6w less than a month away from hitting store shelves, but there are
still significant issues withrit that Apple hasn't addressed.
Jobs: iPad Won't Tethef with iPhone PC Magazine

» All news Mew ok Times Al about the ApplgdPad (FAQ) CNET
Headlines feleal Wired News - }3ll Street Journal - PC World - Computerworld

Images all 1.497 news articles » [AEmail this story

I Most Papular

Panasonic Announces Lumix DMC-G2 and G10
Slippery Brick - Darrin Olson - 1 hour ago
| Panasonic announced on Sunday two new Micro Four-Thirds cameras, the Lumix DMC-G2 and a
less expensive Lumix G10. Both cameras are in Panasonic’s line of “smaller” digital cameras in
comparison to D-SLR's, going without a mirror box or a dedicated ...
Panasonic’s G series gets serious CHET
Hands On: Panasonic's Micro Four Thirds Touchscreen Camera FPC Magazine
PC World - infoSync World - Digital Photography Review (dpreview.com) - DigitalCameralnfo
all 81 news articles » [-1Email this story

Microsoft demos game across PC, mobile, and console platforms
CNET - Kyle VanHemert - 18 hours ago
Whoa. During the keynote presentation at TechEd Middle East in Dubai, Microsoft's Eric Rudder

played the same Indiana Jones-ish game on a Windows computer, a Windows Phone 7 phone,
and an Xbox 360.

SlashGear blog) Micrrnenft Showrases Crnes-Platfnrm Gamina for Windnwe Pho P Manazine
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Hard Assignment to Clusters

K-means algorithm assigns each point to the closest
cluster

o Hard decision

o Each data point affects the mean computation equally

How does the points almost equidistant from 2
clusters affect the algorithm?

Soft decision?
a Fractional counts?

29



| Gaussian Mixture Models (GMMs)

GO0

0.1

0.05 F '/\
1 | |

-30 -20 -10 0 10 20 a0




‘ Mixtures of 2 GGaussians

P(x)= 7N (z|p1,> 1) + (1 — W)N(xl!/m» > o)

GMM with 2 gaussians

0.1

0.0aF

-30 20 a0
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Mixture Models

100 - 100

80 80

182’

:%& .

’ 200 %,
) "’

60 L o % °

40

40

1 2 3 4 5 6 1 2 3 4 5 6

Mixture of Gaussians [1]

1 Gaussian may not fit the data
2 Gaussians may fit the data better
Each Gaussian can be a class category

When labeled data not available we can treat class category
as hidden variable
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Mixture Model Classifier

Given a new data point find out posterior probability from each class

(z]y)p(y)

A p(ylz) = p(75
p(y = 1lz) oc M(z|p1, Y ;)p(y = 1)

33



Cluster ID /Class Iabel as Hidden

Variables
p(z) =), p(z,2) =), p(2)p(z|?)

We can treat class category as hidden variable z

Z is K-dimensional binary random variable in which z, = 1 and 0 for
other elements

z = [00100...]
K z
p(z) = [ [y ™"
K
Also, sum of priors sum to 1 Zk:l T =1

Conditional distribution of x given a particular z can be written as

P(x|zr = 1) = N(z|pr,>,)
P(]2) = [Ty N (@1, 50 ’



Mixture of GGaussians with Hidden Variables

p(z) =), p(x,2) =), p(2)p(z|2)

[Component of}
Mixture

K

p(z) =) mN (w\ui,zw

[ Mixing } [ Mean } [Covariance}
Component

P(@) = Yoy Mo eap(— =) T Ty (o)

* Mixture models can be linear combinations of other distributions as well
» Mixture of binomial distribution for example

35



Conditional Probability of LLabel Given
Data

Mixture model with parameters mu, sigma and prior can
represent the parameter

We can maximize the data given the model parameters to find

the best parameters
If we know the best parameters we can estimate

o . _ __ p(z=1)p(z|z=1)
(2k) " plzi = 1|z) = > K p(z;=1)p(z|z;=1)

TN (2| s, D)
?:1 ﬂ-jN(wl:uj7Zj)

This essentially gives us probability of class given the data
l.e label for the given data point

36



‘ Maximizing Likelithood

If we had labeled data we could maximize likelihnood simply by
counting and normalizing to get mean and variance of
Gaussians for the given classes

l — Zfz\rzl lOg p(x’ny y’n‘ﬂ-7 lu7 Z)
N
2
4
3

If we have two classes C1 and C2 (

o Let’s say we have a feature x (35;
X = number of words ‘field’

o And class label (y)
y = 1 hockey or 2 baseball documents ( v )

N(p1l D o,
Find out u; and Zz from data N(,LLQ, 22)

for both classes

0
5
4,
0
5

N = =2 N =

)
)
)
)
)
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Maximizing Likelihood for Mixture Model with
Hidden Variables

For a mixture model with a hidden variable
representing 2 classes, log likelihood is

=30 logp(zn|m, p,50)
N 1
[ = anl lOg Zy:O N(xna y‘ﬂ-a Hy22)

— Zf’LVZI log (WON(ZIZn |,LL0,ZO)—|—771N(xn |,UJ1721))

38



‘ Log-likelithood for Mixture of Gaussians

log p(X|m, 11, 3°) = S m_y log (Xp_y TeN (|1, 3op)

We want to find maximum likelihood of the above log-

likelihood function to find the best parameters that maximize
the data given the model

We can again do iterative process for estimating the log-
likelihood of the above function

o This 2-step iterative process is called Expectation-Maximization

39



Explaining Expectation Maximization

© O
T © O
o OO 008
o O OQ
EM is like fuzzy K-means o ©
Parameters to estimate for K classes OO
) 00 ©
@)
Let us assume we can model this data Ofoo-o
with mixture of two Gaussians (K=2) @ o
Start with 2 Gaussians (initialize mu and sigma values) [ Expecta’[ion

Compute distance of each point to the mu of 2 Gaussiansgfand assign it a soft
class label (Ck)

Use the assigned points to recompute mu and sigma for 2 G lang hut
weight the updates with soft labels Maximization

40



‘ Expectation Maximization

An expectation-maximization (EM) algorithm is used in statistics for
finding maximum likelihood estimates of parameters in
probabilistic models, where the model depends on unobserved
hidden variables.

EM alternates between performing an expectation (E) step, which
computes an expectation of the likelihood by including the latent
variables as if they were observed, and a maximization (M) step,
which computes the maximum likelihood estimates of the
parameters by maximizing the expected likelihood found on the E
step. The parameters found on the M step are then used to begin
another E step, and the process is repeated.

The EM algorithm was explained and given its name in a classic
1977 paper by A. Dempster and D. Rubin in the Journal of the
Royal Statistical Society.

41



Estimating Parameters

°(znk) = E(znk|Tn) = p(2k

= E-Step

0 e N(@n e, 2 )
(an) - ?:1 7.rj'/\/‘(ajn|:LLj72:j)

1|37n)
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Estimating Parameters

M-step

N
py, = N%g D n=1 _(Znk)Tn

S = e S () (T — ) (mn — )T

m o= Sk
N o
where N, = anl (Znk)

lterate until convergence of log likelihood

log p(X|m, 11, 3°) = Ymq log (X1 N (@ pe, Sp))
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‘ EM Iterations

fogy
e o ¥.
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EM iterations [1]
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‘ Clustering Documents with EM

Clustering documents requires representation of
documents in a set of features

Q

Q

Set of features can be bag of words model

Features such as POS, word similarity, number of
sentences, etc

Can we use mixture of Gaussians for any kind of
features?

o
C

I_

ow about mixture of multinomial for document
ustering?

ow do we get EM algorithm for mixture of

multinomial?
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‘ Clustering Algorithms

We just described two kinds of clustering algorithms
o K-means

o Expectation Maximization

Expectation-Maximization is a general way to

maximize log likelihood for distributions with hidden
variables

o For example, EM for HMM, state sequences were hidden

For document clustering other kinds of clustering
algorithm exists
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‘ Hierarchical Clustering

Build a binary tree that groups similar data in
iterative manner

K-means
o distance of data point to center of the gaussian

EM

o Posterior of data point w.r.t to the gaussian

Hierarchical
o Similarity : ?
Similarity across groups of data

47



‘ Types ot Hierarchical Clustering

Agglomerative (bottom-up):

o Assign each data point as one cluster

o lteratively combine sub-clusters

o Eventually, all data points is a part of 1 cluster

Divisive (top-down):

o Assign all data points to the same cluster.
o Eventually each data point forms its own cluster

-

o

One advantage : A

Do not need to define K, number
of clusters before we begin

clustering y

48



‘ Hierarchical Clustering Algorithm

n Step 1

o Assign each data point to its own cluster

O Step 2

o Compute similarity between clusters

O Step 3

o Merge two most similar cluster to form one less cluster

49



‘ Hierarchical Clustering Demo

Z H ¥ &8 B BE T B B B B

o

WWWWWWWWWWWWWWW

15p

Animation source [4]
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‘ Similar Clusters?

How do we compute similar clusters?

o Distance between 2 points in the clusters?

o Distance from means of two clusters?

o Distance between two closest points in the clusters?

Different similarity metric could produce different
types of cluster

Common similarity metric used
o Single Linkage

o Complete Linkage

o Average Group Linkage

51



‘ Single Linkage

o..\o

Cluster,
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‘ Complete Linkage

Cluster,
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‘ Average Group Linkage

—e— __®eo
O

Cluster,
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‘ Hierarchical Cluster for Documents

14675 Wikipedia

people, called, made, time,
title, world, cite, thumb, years

1985 Scie;ce

animals, called, water,
plants, species, body,
live, food, found, plant

2953 History 2545 Culture

war, empire, world, army,
germany, german, roman,
british, battle, military

2512 Geography

movie, series, film, city, river, area, island, south,
television, show, american, province, north, population,
born, movies, made part

2154 Sports

news, work, born,
american, united, org

P ‘--.-...______'_
i -————
i it B P

1

i
2 | -
I

1610 Modern

united, president, states,
party, government,
minister, state, law

242 Medieval

king, england, henry,
prince, edward, queen,
son, died, duke, marry

32 Amateur
olympic, games, clympics, summer,
committee, winter, international,
held, athletes, sports, events

966 Professional
team, hockey, won, played,
league, season, cup, nhl,
player, games

910 Religious

church, god, christian, jesus,
boak, religion, cathalic, bikle,
religious, holy, christianity

22 Japanese
sword, samurai, blade, long,
japanese, handle, japan,
warriors, swords, weapon, length

35 Baseball

baseball, league, major, mlb,

._i?’? Soccer

football, club, team,

17 Reality TV |

season, show, shown,

235 Wrestling/Hockey

wrestling, wwe, world, championship,

228 Racing

formula, race, racing, team,

played, league, stadium,

austria, cup, austrian, won

event, entertainment, professional,

wrestlemania, wrestled, brand

grand, championship, prix,
world, chess, circuit

award, york, pitcher,
american, runs, home, series

reality, players, cbs,
tribes, filmed, tribe, vote

arsenal_f.c.
goalkeeper
liverpool_f.c.

uefa_champions_league

list_of calgary_flames_players
royal_rumble
vezina_trophy
owen_hart

japanese_grand_prix
lewis_hamilton
race_track
singapore_grand_prix

Figure : [Ho, Qirong, et. al]

second_baseman
Baseball
babe_ruth
new_vyork_yankees

survivor:_thailand
survivor:_borneo
survivor:_palau
total_drama_island
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‘ Hierarchical Document Clusters

Highlevel multi view of the corpus

Taxonomy useful for various purposes
o Q&A related to a subtopic

o Finding broadly important topics

o Recursive drill down on topics

o Filter irrelevant topics
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‘ Summary

Unsupervised clustering algorithms

o K-means

o Expectation Maximization

o Hierarchical clustering

EM is a general algorithm that can be used to
estimate maximum likelihood of functions with
hidden variables

Similarity Metric is important when clustering
segments of text
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