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Abstract—Designing and optimizing computer systems require deep understanding of the underlying system. Historically many important observations that led to the development of essential hardware and software optimizations were driven by empirical studies of program behavior. In this paper we report an interesting property of dynamic program execution by viewing it as a changing (or social) network. In a program social network, two instructions are friends if there is a producer-consumer relationship between them. One prominent result is that the outdegree of instructions follow heavy tails or power law distributions, i.e., a few instructions produce values for many instructions while most instructions do so for very few instructions. In other words, the number of instruction dependencies is highly skewed.

In this paper we investigate this curious phenomenon. By analyzing a large set of workloads under different compilers, compilation options, ISAs and inputs we find that the dependence skew is widespread, suggesting that it is fundamental. We also observe that the skew is fractal across time and space. Finally, we describe conditions under which skew emerges within programs and provide evidence that suggests that the heavy-tailed distributions are a unique program property.

I. INTRODUCTION

The discovery of common and widely employed program properties such as the existence of hot code regions, presence of spatial and temporal locality, repeated control flow and dependence patterns have had an indelible impact on computer systems. Each one of these fundamental broadly applicable observations has been leveraged to improve computer systems in numerous ways.

Recently, Sasaki et al. revealed another undiscovered program property, the presence of dependence skew in programs [13]. They observed that most instructions in a program produce values for a few instructions while a handful of instructions produce outputs for an inordinate number of instructions. This observation is borne out of their view of program execution as a social or information network.

In a program social network two nodes (instructions) are considered friends if they have a producer-consumer relationship. In other words the source node is an “influencer” and the destination node is an influencee or a “follower”. With this network view they observe that the number of followers of an instruction obeys a heavy-tailed distribution, and in majority of cases a specific class of the distribution, the power law distribution.

What is the importance of this observation? Broadly speaking, the presence of skew is interesting for two reasons: first, power law and heavy-tailed distributions have been previously reported to occur in many natural and artificial, social and scientific phenomena, including human social networks, and it is surprising that they appear in programs. As such, many classical modeling results and analysis techniques in these fields may be directly used to improve computer systems modeling. Second, and perhaps more importantly, power laws and heavy tails in programs indicate the possibility of intervention on small part of a program (high outdegree instructions) to enable systematic large scale change. This asymmetry makes it a prime candidate for microarchitectural exploitation with low investment.

Before the phenomenon can be exploited, however, we need to understand it thoroughly. In this paper we provide a mechanistic reasoning for the presence of heavy-tailed distributions in program social networks. We conduct a series of controlled experiments to investigate what causes the emergence of heavy tails: is it for particular classes of programs? Is it due to specific compilers or compiler optimizations? Or is it due to specific instruction set features such as the use of two operands for most instructions? How does the behavior of the network change over time, or at the granularity of functions?

Our results show that heavy tails are broadly seen in a large class of programs (10 SPEC Int, 11 SPEC FP, 8 CortexSuite, 7 DaCapo, SQLite and V8), and are largely agnostic to the programming language (C, C++, Fortran and Java), the compiler (LLVM and GCC) and its optimization level (−O0 to −O3), the instruction set architecture (variable operand or stack-based), and across input types and sizes. We also observe that heavy tails are fractal across time and space.

These results indicate that heavy tail pattern is a fundamental feature of how programs are written. We further demonstrate that heavy tails emerge when functions that compose the program have heavy tails by developing a synthetic model. We also conduct source code analysis to uncover the existence of high outdegree instructions. Finally we provide some evidence that dependence skew may lead to new architectures by clustering programs based on the outdegree distributions, and comparing those clusters to (micro)architectural metric based clustering results.

II. METHODOLOGY

Network Construction: in a program social network, each node (or vertex) is a static instruction and each directed
edge represents dynamic dependency, either control or data
dependency. Multiple dynamic dependencies between a pair of
instructions are represented by a single edge. We define a con-
trol dependence as a connection between a source instruction
and its immediate successive destination instruction. A data
dependence is defined as a producer-consumer relationship.
Specifically, when a source instruction writes a value and the
following destination instruction reads the value before it gets
overwritten. For the sake of brevity, we generate a network
from the main thread of program execution where most of
the programs analyzed are single-threaded benchmarks. We
run our analysis on SPEC CPU2006 benchmarks, CortexSuite,
DaCapo suite, and two commercial programs: SQLite and V8.
While many analyses can be performed on program social
networks, in this paper we focus on outdegrees (number of
outgoing edges) of instructions to understand how instructions
influence the whole program execution. The dependence skew
is the distribution of the outdegrees.

Background on Distributions: formally speaking, heavy-
tailed distributions are probability distributions whose tails are
not exponentially bounded. Roughly speaking, this means that
the distribution is not random and more importantly there are
some heavy skews in the distribution. Power law distribution is
a specific and popular subclass of heavy-tailed distributions. A
distribution obeys a power law if it is drawn from a probability
distribution or not in this step.

\[ p(x) \propto x^{-\alpha} \]

A power law distribution has two parameters: the scaling factor \( \alpha \) and the minimum value \( x_{\text{min}} \). The \( \alpha \) controls how sharply the probability decreases (the smaller the \( \alpha \) the heavier the tail), and the \( x_{\text{min}} \) decides where the heavy tail of the distribution begins. Readers who wish to skip may skip rest of this section without loss of continuity.

Testing Method: we apply a standard statistical testing pro-
cedure to verify if the distributions align with power laws and
heavy tails [3]. This procedure has three steps: (1) estimate the
parameters (\( \alpha \) and \( x_{\text{min}} \)) of the power law model, (2) perform a
goodness-of-fit test to obtain a \( p \)-value, where a value greater
than 0.1 indicates that the power law is a plausible hypothesis
for the distribution, otherwise it is rejected, and (3) compare
the power law against other distributions via a likelihood ratio
test to see if there exist better alternatives than the power
law. Also we test whether the distribution is a heavy-tailed
distribution or not in this step.

In the first step the \( \alpha \) is estimated by the maximum
likelihood method. To find an estimate for the standard error
on \( \hat{\alpha} \), we make a quadratic approximation to the log-likelihood
at its maximum and take the standard deviation of the resulting
Gaussian form for the likelihood as our error estimate. In
order to estimate the correct \( x_{\text{min}} \), we choose the \( \hat{x}_{\text{min}} \) value
that makes the probability distributions of the empirical data
and the best-fit power law model as similar as possible above
\( \hat{x}_{\text{min}} \). We use the Kolmogorov-Smirnov or KS statistic which
is commonly used for non-normal dataset to quantify the
distance between two probability distributions. KS statistic
is the maximum distance between the CDFs (cumulative
distribution functions) of the empirical data and the fitted
model. Readers who are interested in the mathematical details
of the procedure are referred to relevant papers [1] [3].

Second step is a Monte Carlo procedure which synthesizes
testing datasets by the estimated \( \alpha \) and \( x_{\text{min}} \). We fit each
synthetic dataset to its own power law model and count what
fraction of the time the model is a poorer fit. This fraction
becomes our \( p \)-value and hence higher values indicate that
the empirical dataset is more likely to fit power law. If the
\( p \)-value \( \geq 0.1 \), we consider the power law is a plausible fit.
In other words, our null hypothesis is: the empirical data and
the synthetic data are both drawn from the same distribu-
tion. Higher \( p \)-value (\( \geq 0.1 \)) means that there is statistically
insufficient evidence to distinguish the empirical data from
the synthetic data drawn from a power law distribution. We
compare our empirical dataset with 5,000 synthetic datasets.

Finally, in the third step we see whether alternative dis-
tributions, lognormal and exponential distributions, are better
fits via a statistical likelihood ratio test. If either power
law or lognormal distribution is favored over the exponential
distribution, we conclude that the distribution is a heavy-tailed
distribution since lognormal distribution is another heavy-
tailed distribution while exponential distribution is not.

III. HEAVY TAILS IN PROGRAM STRUCTURE

We analyze the outdegree distribution of programs from the
SPEC CPU2006 benchmark suite [7], CortexSuite [14] — a
collection of more simple computation kernels — and also
from real-world programs. With CortexSuite, SPEC and the
large scale programs we aim to cover the spectrum of programs
from kernels to in-the-wild programs.

We construct program social networks at the x86–64 ISA
level. For this purpose, we dynamically generate the network
using Pin [9]. Since the machine instructions communicate
with each other by means of register files and memory, we
generate and analyze two sets of networks per benchmark:
one having only register dependencies as data flow edges
and the other having only memory dependencies as data
flow edges. Both networks contain all control edges. Also,
we construct the networks using only the instructions in the
main program binary since we are interested in characterizing
the pure communication behavior of the programs. In other
words, all the nodes and edges that account for other binary
images (e.g., shared library) are not recorded, unless otherwise
specified.

All the programs are compiled using LLVM 3.3 with -O3
optimization except V8 and SQLite which are compiled using
GCC 4.8 with -O2 optimization. We use the test and small
inputs for SPEC CPU2006 and CortexSuite, respectively, and
for V8, we use the crypto input which comes with the V8
source code under the “benchmarks” directory. For SQLite,
“speedtest1.c”, which is a program to estimate the performance
of SQLite under a typical workload, is used.

Fig. [1] demonstrates the results of all the benchmarks. Each
figure represents the complementary cumulative distribution
Fig. 1: Outdegree-based log-log plot of the CCDF for the communication networks for various benchmark suites compiled with LLVM -O2. V8 and SQLite are compiled with GCC -O2. Both memory and register networks are shown. CINT2006 programs written in C++ are shown with V8 and SQLite for better visibility. Percentage of programs that follow power laws are also presented. All the results follow heavy-tailed distributions.

function (CCDF) on doubly logarithmic axes, where $x$ represents the outdegree and $p(x)$ represents the complementary cumulative probability. Figures 1(a) to 1(d) show the CCDF of memory-based networks for SPEC CINT2006, SPEC CFP2006, CortexSuite, and V8 and SQLite, respectively. Figures 1(e) to 1(h) show the CCDF of register-based networks for the same set of programs. CINT2006 programs written in C++ (astar, omnetpp and xalancbmk) are shown together with V8 and SQLite to make the figures legible.

Interestingly, we can see similar trends across programs. By performing the analysis described in Section III we find that all the benchmarks have heavy tails for both memory- and register-based networks. Also, a majority of them follow power laws. Program social networks follow heavy-tailed distributions, and it is likely that the phenomenon is not unique to any type of programs.

At this point, however, we have exercised only a single pair of compiler and its optimization level per benchmark, and also the underlying ISA (x86–64) is fixed. Since the compiler and the ISA act as a filter for the programs in generating their communication networks, we would like to ask if either or both of them are root causes of heavy tails. We explore them in the following sections, but before delving into these details, we first explore whether ignoring the nodes and edges from other binary images affect our results or not in the next section.

IV. ARE HEAVY TAILS DUE TO EXCLUDING SHARED LIBRARIES?

Although our purpose is to analyze the communication behavior of instructions in the main program, we would like to know whether including instructions in other binary images such as shared libraries break the heavy-tailed distributions or not. Fig. 2 presents the results of the SPEC CPU2006 benchmarks including instructions in shared libraries. The compiler and its optimization level are the same with that of the previous section (LLVM with -O3 optimization). We can clearly see that the distributions with and without shared libraries are highly similar (e.g., Figures 2(a) vs. 1(a)), and we observed that the distributions with shared libraries also have heavy tails. In the rest of the paper we only present the results of instructions in main programs, although we believe that the observations and findings do apply even when we include the instructions in other binary images.

V. ARE HEAVY TAILS DUE TO COMPIILATION?

The choice of a compiler and its optimizations have a potential to greatly affect the outdegree distributions of program networks. For instance, a compiler can reduce (e.g., eliminating redundancy) or increase (e.g., unrolling) the number of nodes (static instructions) in the network. Similarly, different register allocation algorithms can affect the register communication
Fig. 2: Outdegree-based log-log plot of the CCDF for the communication networks including the shard libraries for SPEC benchmark suites compiled with LLVM \(-O3\).

Fig. 3: Outdegree-based log-log plot of the CCDF for the communication networks for various benchmark suites compiled with LLVM \(-00\) optimization. V8 and SQLite are not shown. All the results follow heavy-tailed distributions.

patterns. It is too onerous to exhaustively list all combinations of compiler optimizations and qualitatively describe how each of them affects the network. Instead, we quantitatively evaluate if a specific compiler and/or its optimization level affects the distribution of the networks. For this purpose, we perform the same evaluations with the previous section using binaries compiled with LLVM \((-00\) to \(-02\)) and GCC \((-00\) to \(-03\)). Since we found that LLVM with \(-01\) and \(-02\) optimizations have fairly similar results with that of Section III (LLVM with \(-03\)), we only demonstrate the results with \(-00\) optimization. Also, we do not show the results using GCC \((-00\) to \(-03\) optimizations) since the results are consistent with those of LLVM. Fig. 3 presents the results for all the programs compiled with LLVM \(-00\). For the memory-based networks, the results look very similar to that of \(-03\) optimization. On the other hand, for the register networks, we can see that the distributions of \(-03\) optimization tend to have heavier tails. This is somewhat expected as longer register lifetimes and aggressive unrolling at this optimization level may increase the number of consumers. Nevertheless, we observed that the distribution of all the programs follow heavy tails for both memory- and register-based networks. We have shown that the choice of the compiler and its optimization level are not the root cause of heavy-tailed distributions, as both LLVM and GCC generate binaries with similar distributions that have heavy tails.
One thing we observed is that the compiler optimizations have a moderate impact on the register-based networks when the optimization level is increased from \( -O0 \). We hypothesize that this is due to the fact that register-based networks are impacted by the limited number of architectural registers, and consequently the register allocation. On the other hand, for memory-based networks the compiler optimization has less impact. This can be partially due to the fact that memory-based network only reflects true data dependencies among instructions. Also data dependencies tend to span across multiple basic blocks which makes the compiler difficult to statically analyze and optimize the code.

VI. ARE HEAVY TAILS DUE TO THE ISA?

As we have seen in the previous section that the register-based networks are more susceptible to compiler optimizations, one might be interested in how the x86–64, a CISC ISA with a relatively small number of architectural registers affect the outdegree distributions. In order to investigate whether heavy tails are due to these restrictions or not, we use the compiler intermediate representation LLVM IR to construct program networks. The LLVM IR is in SSA form where the instructions communicate with each other through infinite virtual registers. Thus it helps us understand the pure behavior of the programs and answers if the x86–64 ISA, specifically the register architecture, is the root cause of the heavy-tailed distributions.

We implement a network generator based on LLVM, an LLVM bytecode interpreter. We performed this analysis on four programs from CortexSuite and seven programs from SPEC CPU2006 (all the programs that ran correctly under the infrastructure), compiled with LLVM \(-O0\) to \(-O2\). We only present the results of SPEC with \(-O2\) optimization; the results with different optimization levels are similar with each other, and the results of CortexSuite draw the same conclusion with SPEC.

In addition, another ISA we exercise is the Java VM architecture. The Java bytecode is a stack based instruction set where every communication between Java instructions are performed via the stack. This additional analysis is performed to see how the fundamental nature of stack machines which involves frequent pushing and popping affects the network distributions. We implement a Java instruction recorder to construct execution networks at the bytecode level. The analysis is performed on seven single-threaded DaCapo benchmarks (DaCapo–2006–10–MR2) \[2\].

The results of LLVM IR and Java bytecode are shown in Figures 3(a) and 4(b) respectively. Again, we observe that all the benchmarks from both set of networks follow heavy-tailed distributions. This implies that the fact that heavy tails are found in various networks is a more fundamental property of program structures rather than an artifact of specific choices of the compiler, the compiler optimizations and/or the ISA.

VII. ARE HEAVY TAILS DUE TO INPUTS?

Another angle of program execution we explore is using different inputs for the same program. When considering program inputs there are two aspects: size and variation. Although these two are not completely independent, intuitively we expect program size to have less impact on the distribution of program networks. This is because the control path taken by programs tends to remain similar with different input sizes (e.g., imagine a loop count being varied). On the other hand, input variation has a better chance of affecting program networks because it is possible that completely different control paths can be exercised and result in different networks. This can happen in large programs (i.e., real-world programs opposed to computation kernels) which have complex control flows.

To study different input sizes, we analyze CortexSuite with three inputs: small, medium and large. The results of input size (CortexSuite) are not presented since the distributions were nearly identical with different inputs as we imagined. For input variation, we provide multiple test inputs to gobmk and perlbench (the core Perl interpreter) from SPEC CPU2006, analyze JVM 1.7.80 at the x86–64 ISA level (as opposed to the Java bytecode level presented in the previous section) with DaCapo programs as inputs, and also V8 with eight JavaScript programs.

Fig. 5 presents the results for the study of input variation. Overall, the output distributions are fairly consistent with different input variations. This can be seen that there is less variation compared to the results with previous CCDFs (Figures 1 to 4). Interestingly, the memory networks vary more than the register networks; the register networks are nearly identical with different inputs. For register networks, Fig. 5(c) shows that the results of gobmk is an exception, but actually there are two unique distributions where each of them contains two inputs. These two input pairs have mutual actions with each other; connect and connection_rot involve computing connection distances, and capture and cutstone involve reading the result and proposing edge moves. We believe that this is an example of input variations exercising different control paths.

Fig. 4: Outdegree-based log-log plot of the CCDF of the program networks for SPEC with LLVM IR network and DaCapo with Java bytecode network. All the results follow heavy-tailed distributions.
From Sections III to VII we have examined several key factors that determine network characteristics to see if any of them are the root causes of heavy-tailed distributions. None of them appears to be the root cause. In the following two sections we further investigate into the details of program networks from two dimensions: time and space.

VIII. ARE HEAVY TAILS PHASE DEPENDENT?

One possible hypothesis that explains heavy-tailed distributions when we focus on time is that few instructions executed in initial execution phases generate read-only and heavily used data that is consumed by a great number of following instructions. In order to investigate this hypothesis, we present
a time series of the outdegree distributions of xalancbmk and calculix from the SPEC CPU2006 benchmark suite.

We divide the execution of xalancbmk into 10 epochs (each epoch corresponds to about 33M dynamic instructions) and show each CCDF in Fig. 6. The subfigures represent consecutive execution epochs from left to right. On top of each figure, the number in the square bracket presents the i-th epoch along with n, the number of vertices (i.e., static instructions) in the network. The dependencies which cross the epoch boundary are removed from the network, which means that each subfigure contains only the producer-consumer relationships within the epoch.

We can see from Fig. 6(a) that the scale of the first epoch is different from the rest of the epochs. It has more number of static instructions, and the maximum outdegree is an order of magnitude higher. The distributions of the other epochs are fairly similar with each other. Similar trend holds for register data dependency as seen from Fig. 6(b). This supports our hypothesis that the high outdegree instructions are indeed executed in the first epoch, although what is more interesting is the fact that the other computation phases of the execution (i.e., epochs 2 to 10) still have heavy tails.

In Fig. 6 we show the results of calculix which have different characteristics from that of xalancbmk. The figures are similarly constructed where each epoch includes about 16M dynamic instructions. We can see that distributions have high variations throughout the execution, and seems that the initialization do not account for the highest outdegree instructions. Our hypothesis that the initialization is responsible for heavy tails is not fully correct for some applications. Nonetheless, the distributions of all the epochs have heavy tails. Interestingly, when we compare the distributions of memory and register networks within the same epoch, the distributions have high similarity. This implies that the communication volume of memory and register are correlated with each other.

IX. ARE HEAVY TAILS FUNCTION DEPENDENT?

Instead of slicing programs by time next we examine program networks at a code granularity. We explore whether small components out of which programs are constructed also follow heavy-tailed distributions, or instead those pieces follow other distributions (e.g., random distribution) but end up having heavy tails as a whole. This can be studied by decomposing the program networks into smaller units and analyze their outdegree distributions. In our case, we choose function as a unit of program’s building blocks.

We extract functions which have more than 200 static instructions from SPEC CPU2006 (GCC with -O2) and analyze whether each of them follows a heavy-tailed distribution or not. We choose 200 as a threshold considering the statistical nature of the procedure. Choosing 200 allows us to have mostly consistent results: if the distribution follows power law, it is a better fit than exponential distribution and can be concluded as a heavy-tailed distribution. Similar with the experiment shown in the previous section, the dependencies which cross the function boundary are removed from the network.

Fig. 8 presents the percentage of functions which follow heavy-tailed distributions. Interestingly, the majority (72.2% to 100%) of functions’ networks are heavy tails. Heavy-tailed distributions not only exist at the program level but also at the function level. Thus heavy tails appear to be fractal in both time (execution phases) and space (functions).

X. WHY DO HEAVY TAILS EMERGE?

Following the results of the previous section, we develop a mechanistic generative model that explains why programs have heavy tails. The question we try to answer is the following: if functions within a program have heavy tails, can we demonstrate that typical composition of these functions result in a heavy-tailed distribution? Developing a model that tackles this question helps us understand the fractal nature of heavy tails that exists at code granularity.

To appreciate the complexity of this question consider an analogy of combining networks that are heavy tailed, let us say that all these networks have one high outdegree node that has the same cardinality. In this case, when the networks are mixed, there are several nodes with the same outdegree; in the extreme it is possible that the heavy tail can vanish even when the combining networks have heavy tails. However, if the combining networks have heavy tails of different outdegrees it is possible that the mixture still has a heavy tail.

In order to understand what happens to programs in which functions have heavy tails, our strategy is to divide-and-conquer: we split programs into common basic structures including loops, branches and sequences of function calls, and combinations of these, to discuss how heavy tails can emerge when each of these structures have a heavy-tailed distribution. Instead of offering mathematical proofs (which are untenable for complex compositions), we conduct Monte Carlo simulations to computationally evaluate if most programs follow heavy tails and/or power laws.

A. Generative Model Development

To simplify our model, we assume that there is no data dependency between functions, and all functions follow power
laws. We first profile all real functions in SPEC CPU2006 compiled with GCC -O3 by collecting their instruction counts and outdegrees distributions. Among over 11,000 functions in SPEC CPU2006, we extract functions having more than 200 instructions and following power laws. There are more than 2,700 functions left after the extraction. We use the distributions of these functions to compose more complex program structures with four general cases and test their distributions.

B. Basic Structures

We discuss four basic program structures using functions as building blocks, namely: loop, branch, sequential calls, and the combination of code and function calls.

- **Loop**: function main iteratively invokes function foo for \( n \) times (Fig. 9(a)). Invoking the same function for multiple times has no impact on the outdegrees of the network. Thus, if function foo aligns with a power law, its caller function main also exhibits a power law.

- **Branch**: Fig 9(b) gives an example of the branch structure, an if-else statement, where one path executes function foo and the other executes bar. If both functions follow power laws, their caller main also follows a power law because only one function is executed.

  What if function main has a loop outside the if-else statement? If the branch is 100% taken or not-taken during the entire execution, main follows a power law as discussed in the loop case. If both branches are taken during the execution, we need to combine the outdegree distributions of foo and bar, which will be discussed in the next case. The probability of branch being taken does not change the outdegree distribution of the function.

- **Sequential Calls**: a caller function delegates its computations into multiple callee functions in sequence. We assume that functions foo and bar in Fig. 9(c) are two independent power law distributions.

  Since the distribution of the sum of two power law distributions is theoretically hard to conclude [15], we instead synthesize functions and then analyze their outdegree distributions. We synthesize a function by randomly selecting multiple functions from the function set of SPEC CPU2006 and integrate their outdegree distributions together.

- **Combination of Code and Function Calls**: the fourth structure is a generalized case of the sequential call structure.

Instead of delegating all computations to its callee function(s), the caller function itself and its callees both perform computations as Fig. 9(d) depicts. While function main performs some computations in block1 and block2, it calls another function foo in between the two blocks.

It is difficult to summarize the probability distribution of main, because we lack a mathematical way for formalizing the relationship between block1, foo and block2. However, if we disregard these relationships, i.e., assume that block1, foo and block2 are independent, we can sum up the outdegree distributions of the caller function and its callee, which becomes the same case as sequential calls.

C. Analysis on the Synthesized Functions

To evaluate the impact of the length of sequential function chains, we test four lengths: 2, 5, 10 and 50. For each length, we synthesize 100 test cases. To identify if the resulting function chain follows a power law, we conduct the same 5,000 Monte Carlo simulations described in Section II. Resulting functions are not heavy-tailed if the best fit distribution(s) with the likelihood test contains exponential distribution.

The result is shown in Fig. 9(e). The table shows the average number of nodes of the resulting networks \( n \), the average \( p \)-value, the ratio of resulting functions having power laws and heavy tails. Over 99% of the synthesized functions with different number of instructions have heavy tails and about 76% of them follow power laws. This result aligns with the observations we have seen so far that most program structures are indeed heavy tails, and our generative model convinces us that the fractal nature of heavy tails is a fundamental property of program execution.

XI. HEAVY TAILS IN SOURCE CODE

A natural question that arises at this point is: why do functions follow power laws or have heavy tails? In this section we perform a semantic analysis of real code to reveal what program structures result in heavy-tailed distributions. For this purpose, we discuss a simple matrix multiplication function first and then two real functions from SPEC CPU2006.

A. Code Patterns for Heavy Tails

We first provide a simple but demonstrative example. We implement a matrix multiplication in two programming languages, C and Java, and study the x86-64 ISA and Java bytecode networks. The memory- and register-based networks when compiled with GCC -O3 optimization, and also the Java bytecode network all follow heavy-tailed distributions. For
both programming languages, the source code that corresponds to
the highest outdegrees initializes the data arrays (i.e., the
instruction that stores the address of the arrays).

We next conduct a semantic analysis for two benchmarks,
namely mcf and bzip2 from SPEC CPU2006. We select
these programs considering their program sizes (in lines of
code) to understand and perform further analysis in a reason-
able amount of time.

• Mcf: Mcf has a central data structure net which records
the program state and is used by multiple steps across
the whole benchmark. Initializing the program state by
manipulating net between line 14 to line 26 in function
read_min account for the highest outdegree instructions
in the program.

• Bzip2: Bzip2 exhibits heavy tails where it has a unique
shape with a huge cliff (Fig. 10(a)). One potential reason
for this shape is explained with an example we show in
Fig. 10(b). The code is heavily unrolled using a macro
BZ_ITUR. It updates the mtfv array, which is a member
of the central data structure EState. This unrolling causes
multiple instructions having high outdegrees with the exact
same value, which breaks the regularity in its shape.

The three examples shown in this section report the exist-
ence of a central data structure of a function (matrix mul-
multiplication) and programs (mcf and bzip2). These structures
are accessed throughout the execution of the program, and
instructions that generate the base address and read-only
values in these structures have a great number of consumers.
Although this finding is not enough to explain the causes of
heavy tails, it reveals why high outdegree instructions exist to
some extent. Further investigation is left for future work.

TABLE I: Clustering results based on the distribution similarity
of the memory networks of SPEC CPU2006 benchmarks compiled with GCC -00 and -03.

<table>
<thead>
<tr>
<th>Cluster ID</th>
<th>GCC -00</th>
<th>GCC -03</th>
</tr>
</thead>
<tbody>
<tr>
<td>h264dnoon.png</td>
<td>h264dnoon.png</td>
<td>h264dnoon.png</td>
</tr>
<tr>
<td>bzip2(input program)</td>
<td>bzip2(input program)</td>
<td>bzip2(input program)</td>
</tr>
<tr>
<td>perlbench(make)</td>
<td>perlbench(make)</td>
<td>perlbench(make)</td>
</tr>
<tr>
<td>leslie3d, beaves</td>
<td>leslie3d, beaves</td>
<td>leslie3d, beaves</td>
</tr>
<tr>
<td>lustre, syng, mcle</td>
<td>lustre, syng, mcle</td>
<td>lustre, syng, mcle</td>
</tr>
</tbody>
</table>

XII. Are Heavy Tails Unique Phenomenon?

We have verified throughout the paper that program social
networks follow heavy-tailed distributions. Will this obser-
vation lead to new advances? This is a difficult question to
answer where we provide indirect evidence in the affirmative.
One approach to expand on new observations is to perform
workload characterization for better understanding of the
system behavior. Therefore if the characterization results are
different from prior studies, then there is a high chance of
building new optimizations based on the dependence skew
concept. To evaluate whether the observation is already sub-
sumed by prior work, we perform cluster analysis based on
dependence skew property. If the obtained clusters are different
then it is likely that program social networks and dependence
skew offer a new lens to view program execution that can lead
to new advances.

A. Clustering on Distribution Distance

In this paper we use the outdegree distributions for clustering.
We cluster the programs such that the more similar the
shape of programs’ outdegree distributions (i.e., CCDF) are,
the higher opportunity they are in the same cluster. Because
each benchmark has different ranges of outdegrees and nodes
(i.e., static instruction counts), we need to normalize them to
represent the shapes with relative values. First, we normalize
the outdegrees of each benchmark with range [0, 1] and
separate this range such as when generating a histogram into
n bins, where we use 10 bins in this paper. Then for each
bin, instead of using the absolute value of nodes, we use how
many percentage of nodes each bin contains, whose value is
also between [0, 1]. We finally compute the Euclidean distance
between programs via their normalized outdegree distributions
and discover program clusters. We use the hierarchical cluster-
ing analysis to group programs in an agglomerative way.
Similarities: under both clustering techniques, mcf exhibits distinct characteristics from other benchmarks. Additionally, both clustering techniques show that the characteristics of most benchmarks do not vary significantly given different input sets (also observed in Section VII).

Differences: while astar seems to share common features with other benchmarks according to Phansalkar et al.'s study, this benchmark is one of the two that have different characteristics with others under the outdegree distribution based clustering. On the contrary, xalancbmk has high similarity with other benchmarks according to the outdegree distribution based clustering, while it is reported to be distant from other benchmarks with theirs.

Analyzing the reasons behind the scene given these two types of clustering can be a challenging task. However, it seems that the proposed outdegree distribution based technique can provide researchers with a new and different view of programs from the existing feature-based clustering. This may open up new optimization opportunities in various aspects including performance, reliability and security.

XIII. RELATED WORK

There exist few studies which explored the communications between instructions by focusing on different metrics from our work. Franklin et al. found that the degrees of use of register instances (or the number of dynamic consumers as opposed to static consumers in our work) are mostly bounded to zero, one or two, which helped them design the distributed register file for multiscalar [5]. Eeckhout et al. statistically studied this characteristic and showed that the distributions of the degrees of use of register instances follow power laws [4]. They modeled the register traffic of programs with the power law function and used it to perform architecture design space exploration.

The degree of use of register instances is a metric which can be extracted from our network view and is indeed of interest. Instead of studying the metric, however, we focused on outdegrees, where the characterization performed in our paper is much broader. In addition to various controlled experiments we also study memory traffic and observe the presence of heavy tails. We note that studying the memory traffic is not a straightforward extension. The use of dynamic traces to study the distribution (as performed in prior work) can be limiting because of the size of the traces, where the novel network representation allows us to overcome this problem.

XIV. CONCLUSIONS

A potent program characterization technique can help improve the efficiency of computer systems. In this paper, we propose a new way to characterize programs by viewing them as social networks. By modeling static instructions as vertices and communications between them as edges we analyzed the outdegree distributions in programs. Based on empirical analysis with multiple benchmarks, compilers and their optimizations, languages, and inputs, we observe that
most programs’ outdegree distributions have heavy tails and are highly skewed. We also developed a generative model to explain why programs exhibit heavy tails.

Ultimately the usefulness of this observation depends on how it is utilized by designers of computer systems. There is some evidence that the heavy tails property is unique because the clusters it forms are distinct from prior studies and thus it might lead to new architectural techniques. The broader idea of network analysis on program structures may lead to even more exciting opportunities.
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