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I. OVERVIEW

This project aims to implement a parallel Haskell program that solves general integer
linear programs (ILP) using the branch-and-cut algorithm!. We shall implement both se-
quential and parallel versions and compare their run-time performances against a benchmark
ILP solver, GNU Linear Programming Kit (GLPK)?.

Il. BACKGROUND

It is known that general integer linear programming problems (ILP) are NP-hard. To
obtain heuristic-based integral solutions of an ILP, branch-and-bound search algorithm? was
developed. Essentially, it solves a series of linear-relaxed subproblems on different variables
while keeping track of the optimal values as the subproblems branch out their descendants by
fixing more and more variables as integers until all subproblems become infeasible (fathomed)
or optimal solution is found. The general branch-and-bound algorithm is shown in figure la
along with a search tree example in figure 1b. This can already benefit from parallelism as
different branches can be processed separately while having the same memory on optimal
bounds and termination conditions*. To make branch-and-bound more efficient, branch-and-
cut algorithm! introduces a better method to fathom subproblems by including Gomory’s
cut® constraints. This is also the standard way to solve mixed-integer programs (MIP) in
most solvers, which is how GLPK solves ILP in particular.

I1l. OBJECTIVES

We have the following list of objectives:

1. Implement sequential branch-and-bound algorithm by utilizing Haskell’s Numeric mod-
ule for linear subproblems.

2. Implement Gomory cutting plane for subproblem creation and keep it as a switch that
can be included in the branch-and-bound program to create a branch-and-cut program.

3. Implement parallel branch-and-cut algorithm by applying parallelism at the first layer
of subproblems while updating the same optimal bounds and incumbent solutions for
early termination.

4. Compare performances among sequential branch-and-bound, sequential branch-and-
cut, parallel branch-and-bound, parallel branch-and-cut, and GLPK solver called from
Python CVXPY interface.


https://hackage.haskell.org/package/hmatrix-glpk-0.19.0.0/docs/Numeric-LinearProgramming.html
https://www.cvxpy.org/

1 | (Initialization): Set L = {IP"}, Zy = 400, and

Zjp = 00.
2 | (Termination): If L = . then the solu-
tion x* which yielded the incumbent objective o T3 =25,23=375
e . IP =
value Z;y is optimal. If no such x* exists (ie., zF = 59.5
Zy = —o0), then (IP) is infeasible.

3 | (Problem selection and relaxation): Select and

delete a problem IP' from L. Solve a relax- >3 z, <2
ation of IP'. Let z¥ denote the optimal objective a
value of the relaxation, and let x'® be an opti-

mal solution if one exists. (Thus, z! = ¢Tx'®, 1 1 -
Orer:_Do_} P! )y =3,r3 =25 P2 ri=2,z3 =4
R
4 | (Fathoming and Pruning): zp =59 23 =58
i) | Ifz} < Z;, goto Step 2. Update zip = 58
i) | If 28 > z;, and x'® is integral feasible, up- Fathomed
date z;, = zf. Delete from L all problems with T2 2 3 T2 £ 2
Zi = Z;,. Go to Step 2.
5 | (Partitioning): Let {S"J }::';: be a partition of the
constraint set S’ of the problem IP'. Add prob- Ipe I:;feasib!e 1p Eh =R3-2T z3 =2
lems {IP”}'::T to L, where TP/ is IP' with fea- =m0 2y =576
sible region restricted to §" and z;; = 2] for Fathomed 2 < zip
j=1..., k. Fathomed
Go to Step 2.
(b) Branch and bound example on two integer
(a) Branch and bound algorithm? variables®
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