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1 Introduction

For our final project, we are looking into a fundamental component for many natural language processing tasks,
word embeddings. More specifically, we are revisiting, from the perspective of functional parallel processing,
the static word embeddings derived from word co-occurrence matrix with a fixed-size context window and the
truncated SVD method.

Word embeddings, or word vectors, aim to encode a word’s meaning in a fixed-size vector, whose dimension is
typically magnitudes smaller than the size of the vocabulary. The intuition behind the use of co-occurrence matrix
is the distributional hypothesis [2]: the meaning of a word can be determined from the context it appears in. And
words with similar meaning would occur in similar context.

To represent a word’s context, we slide a fixed-size context window over the corpus and count all pairs of words
that occurred in each other’s context. The result is a co-occurrence matrix M , where element Mij represents how
many times a word i occurred in the context of the word j. For example, for the following corpus:

1. I enjoy flying.

2. I like NLP.

3. I like deep learning.

A context window of size 1 would produce the following co-occurrence matrix.

Figure 1: Example co-occurrence matrix taken from [4]

Building upon the co-occurrence matrix, studies show that raw counts on occurrences are often not a great
measure of association between words as they tend to be very skewed [3]. Therefore, to obtain the vector represen-
tation of a word, we compute what is called a Positive Pointwise Mutual Information matrix from the co-occurrence
matrix, using the equation below.

PPMI(word1,word2) = max(log2(
P (word1,word2)

P (word1)P (word2)
), 0) (1)

Finally, because the vector representations we have obtained from the co-occurrence matrix has very high
dimension (d = |V |, where V is the vocabulary set), we want to obtain an approximate representation using fewer
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dimensions. One way to do so is the truncated Singular Value Decomposition method, in which we truncate a
matrix M to the top k singular values.

Figure 2: Visualization of truncated SVD matrix [3]

The |V | × k matrix W would be the final word embedding, where k is the dimension of the embedding.
The obtained embedding can then be used for downstream NLP tasks such as sentiment analysis, named entity
recognition, etc.

2 Objective

As outlined in the introduction, we aim to implement a parallel algorithm in computing the static word embedding.
The procedure that we will be mainly focus on are:

1. Parallelizing the computation of co-occurrence matrix, which involves how do we partition the corpus and
combine intermediate results. This would be challenging because the co-occurence matrix would be incredibly
sparse, and threads/workers cannot afford maintain an entire co-occurrence matrix in the memory.

2. Parallelizing the computation of the PPMI matrix. This poses similar challenges as above.

If time permitted, we will also attempt implementing our own parallelized SVD solver as outlined in [1].
However, solving SVD is by itself a heavy and complicated task, and most users would seek to use existing solver
such as the Numpy or the Scipy SVD solver.
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