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1 MPdist

MPdist (Matrix Profile distance) is a distance metric that captures the similarity
between different time series [1]. Among its various features are its ability to
be able to compare time series of varying lengths, being robust to anomalies,
missing data and other issues common to time series data, very efficient to
compute. In brief, it compares the similarity of subsequences of their time series
in order to determine whether they share motifs or not and hence whether they
are similar. The definition of MPdist makes use of a recently developed concept
in time series data mining known as Matrix Profile.

2 Matrix Profile

Defining a matrix profile rigorously would require at least five prerequisite def-
initions. So, for interest of brevity, we define it informally. A matrix profile
with respect to time series A and B of window size m, is a list representing the
minimal euclidean distance of each m-length subsequence of A to any m-length
subsequence of B. As a result, note that the matrix profile seen as an opera-
tion is non-commutative. The ”matrix” in matrix profile refers to the distance
matrix one would have to compute if they were to naively try to compute the
matrix profile. A join similarity matrix is an extension of this concept that
makes it more symmetric by concatenating the matrix profile of A with respect
to B. Yeh et al. outlines the algorithm for computing the matrix profile for any
given pair of time series [2].

MPdist between time series A and B can then be defined as the nth per-
centile of the join similarity matrix profile of time series A and B. n here is a
parameter to MPdist, so more accurately, MPdist is a family of distance metrics
parameterized by window size m and similarity percentile n. Given a matrix
profile, it is quite trivial and fast to compute the MPdist. Thus, the bulk of the
project will be spent in implementing the algorithm for computing the matrix
profile.
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3 STOMP and STAMP algorithm

The STAMP algorithm works by iterating through the indices of one of the time
series to select as a starting index for the subsequence. Then, in each iteration,
it computes a series of sliding dot products with the selected subsequence as
the starting point so as to minimize computation. After each iteration, the each
entry at the matrix profile if the newly computed distances are smaller. The
novelty in this algorithm is the use of fast fourier transform and the sliding
dot product trick in order to avoid recomputing. Overall, its complexity is
O(n2 log n) with n being the length of the time series. STOMP is even faster
with a runtime of O(n2) by utilizing an additional small inner loop. At this
time, I am not exactly sure how STOMP works.

Parallelizing the computation of both STAMP and STOMP involves simply
doing the iterations in parallel instead of sequentially. [3]

4 Project Deliverable

In the project, I will attempt to do the following:

• Implement the STAMP algorithm as a sequential algorithm

• Parallelize the STAMP implementation

• Implement the algorithm for computing MPdist

• Implement the STOMP algorithm and parallelize it

I plan to at least finish the first three tasks and will leave the last one as a
stretch goal if I am able to finish the rest effortlessly.
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